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Abstract

Accurate detection and characterization of radio frequency (RF) and microwave (MW)

electric fields are crucial capabilities for numerous scientific and practical applications.

This dissertation describes a self-calibrating electromagnetic field sensor for measur-

ing the amplitude and frequency spectrum of RF fields. The sensor employs Rydberg

Rubidium atoms in a room temperature vapor cell and electromagnetically induced

transparency (EIT) laser spectroscopy as an optical readout.

The electrometer utilizes non-resonant dressing of Rydberg atoms in combined RF

and DC, low frequency (LF), or RF reference electric fields to exploit the exception-

ally large field sensitivity (i.e. polarizability) of Rydberg atoms. In the presence of

an unknown ”signal” and known ”reference” fields, the Rydberg excitation spectrum

obtained through laser spectroscopy exhibits a primary Rydberg resonance feature

Stark-shifted from the zero-field resonance. This primary resonance is flanked by

subsidiary resonances (sidebands) whose splittings directly reflect the frequencies of

the signal and reference fields.

Spectroscopic measurement of the shift of the primary Rydberg resonance, along

with the ratio of the sideband to primary Rydberg resonance amplitudes, enables

the determination of the spectral amplitude of the RF field. The instrument offers

high sensitivity across a broad spectral range, and is not limited by a resonant or

near-resonant atomic response.

Furthermore, it is self-calibrating and does not require detailed knowledge of the

signal field frequency for effective operation. Measurements over a wide range of field
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amplitudes can be accomplished with the same instrument using Rydberg states with

larger principal quantum numbers and a large reference field for weak signal fields,

and lower-n Rydberg states and direct AC Stark shift measurements with no reference

for the strongest signal fields. Characterization of higher frequency fields (e.g. in the

microwave regime) can be accomplished, without requiring rapid laser scanning over

a wide frequency range, through the use of low-n Rydberg states and a high frequency

reference.
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Chapter 1

Introduction

Electromagnetic radiation in the radio frequency (RF), microwave (MW), mm-wave,

and THz regimes is the basis for much of modern communication as well as remote

sensing and numerous other applications. Accordingly, accurate detection and char-

acterization of such fields is an essential and enabling capability. In this dissertation,

we refer to electromagnetic fields with frequencies ranging from 10 MHz to 1 GHz as

RF fields, and fields with frequencies ranging from 1 GHz to 1000 GHz as MW fields.

Figure 1.1: Tek P6139A high voltage[1] probe is used for RF frequency and amplitude
detection.

RF and MW field detection has traditionally been accomplished with classical sen-

sors and detectors, such RF antennas and MW dishes. There are, however, problems

with these traditional detectors. First one is that they can be very susceptible to

environmental noise. Second is that they can be invasive and influence the fields that

they aim to detect. Yet another one is that accurate calibration is needed for differ-
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ent frequencies within the detection bandwidth, and that calibration can also vary

with environmental conditions and proximity of the detector to other macroscopic

objects in the vicinity. As an example, the RF voltage probes from Tektronix[2]

were used to measure the RF voltage across the pair of parallel conducting plates

that were employed to create a uniform electric field for the atom-based electrometer.

Comparison of the direct probe measurements with the field-response of the Rydberg

atoms reveals the substantial variation in the probe calibration that is not accurately

reproduced from the published frequency response curves.

Unlike macroscopic sensors, atoms sense local fields on the smallest scales and are

inherently identical detectors. Therefore, issues associated with manufacturing vari-

ations, aging electronics, and proximity effects can be eliminated.

The atom-based RF/MW electrometer we have developed differs from those recently

demonstrated by others in that it is based on non-resonant interactions and, there-

fore, is inherently broadband and does not require a detailed prior knowledge of the

frequency of the radiation to be measured. Moreover, it is self-calibrating in any

experimental configuration. Although it is not as sensitive as approaches based on

Rydberg resonance, it exploits non-linear field mixing of weak signal fields with a

stronger reference to enhance its sensitivity which is ultimately limited by the signal

to noise of the laser-based EIT absorption spectroscopy.

Before describing in detail the electrometer approach and apparatus, we first review

some key properties of Rydberg atoms, and relevant aspects of EIT absorption spec-

troscopy.
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1.1 Atomic and SI units

Atomic units are a system of natural units of measurement which are commonly used

for atomic physics and chemistry[3]. Atomic units are defined by setting the values

of the reduced Planck constant, elementary charge, Bohr radius, and electron mass

to unity[4].

h̄ = e = a0 = me = 1 (1.1)

From this definition, other units such as energy, time, electric field strength and

polarizability can be defined on a scale relevant to typical atomic parameters and

processes. Quantities in this dissertation can be converted between SI and atomic

units using Table 1.1.

Atomic Unit SI value
Length 5.29188210903(80)× 10−11m
Time 2.4188843265857(47)× 10−17s−1

Energy 4.3597447222071(85)× 10−18J
Charge 1.602188× 10−19C

Electric field 5.14220674763(78)× 1011V ·m−1

Electric dipole moment 8.4783536255(13)× 10−30C·m

Table 1.1: Conversion factors for typical atomic units[4].
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1.2 Rydberg Atoms

Rydberg atoms are atoms in which one electron is excited to a state with a large prin-

cipal quantum number (n > 10)[5]. In the experiments discussed in this dissertation,

the outermost valence electron of an individual 85Rb atom (5s ground state) is excited

to an n ≈ 30 state. Due to the large spatial extent of the electron orbitals and their

correspondingly small binding energies, Rydberg atoms have exaggerated properties

that scale with powers of n. Among the properties of interest for this dissertation are

electric polarizabilities (n7) for the specific Rydberg states used in the experiments.

Property n Dependence
Binding energy n−2

Orbital radius n2

Energy between adjacent n states n−3

Dipole moment n2

Radiative lifetime n3

Polarizability n7

Table 1.2: Properties of Rydberg atoms[5].

1.2.1 Quadratic Stark Shift

The response of the Rydberg atoms under electrical fields are the key aspect for

further RF field measurement and characterization. When an external DC electric

field of strength F is presented, an atom in the area becomes polarized in the field. If

the state of the atom is not degenerate, the energy E acquires an additional energy

∆E(F ), so its energy in such external field is given by E(F ) = E +∆E(F ).

If the state of the atom is degenerate with an energy Enlm, where n is the principle

quantum number, l is the orbital quantum number and m is the magnetic quantum
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number, the state experiences splitting in the electric field into 2l+1 components,

since the sub levels corresponding to different values of m acquire different additional

energies ∆E(F ) in the field.

For hydrogen atoms and highly exited hydrogen-like (Rydberg) states of many elec-

tron atoms, the external electric field induces a dipole moment when F is small,

dnlm = αnlmF (1.2)

Here αnlm presents the static polarizability of the atom in the state with the given

quantum numbers. The additional energy acquired by hydrogen-like atom in an

external field can be written as,

∆E(F ) = −1

2
αnlmF

2 (1.3)

where αnlm will be determined by the calculated Stark Map of the Rydberg states we

use for RF field detection.

Calculations of the energy shift of 85Rb atoms due to the DC Stark effect were done

for several of the experiments and the techniques used can be found in the Starkr

package by former group member Brian Richards[6] and Alkali.ne Rydberg Calculator

by C.S. Adams[7]. Two plots of quadratic shift are shown in Fig. 1.2 here representing

two Rydberg states used in the following experiments.

The polarizability of each Rydberg state is then calculated by the quadratic fitting of

the Stark shift vs the external fields as in Fig. 1.2. The range of the external fields

need to be limited to avoid the states crossing and mixing.
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Figure 1.2: Stark map of target state of 85 Rubidium, calculated by Starkr package
written in R-language[6]. (top) The 32s state polarizability is 2.19MHz/(V/cm)2
with the field range of 0–24V and (bottom) the 25s state polarizability is
0.372MHz/(V/cm)2 with the field range of 0–35V.
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1.3 Field sensing with Rydberg states

The dipole matrix elements between Rydberg states of the same principal quantum

number are typically 100 to 1000 times greater than that of the D2 transitions in alkali

atoms, scaling as n2. This property makes Rydberg atoms sensitive to electromag-

netic radiation throughout the frequency range spanned by intra-manifold Rydberg-

Rydberg state transitions, most notably in the Microwave regions, explored as the

new quantum platform of RF and MW detection.

Figure 1.3: Level schemes for microwave electric field sensing[8]. A typical laser con-
figuration for microwave electric field sensing using Rubidium. A coupling laser at
480nm is used in conjunction with a probe laser at 780nm to observe electromagneti-
cally induced transparency. The transmission of the probe laser reflects the influence
that a MW field, resonant with a Rydberg-Rydberg transition, has on the upper
state of the EIT system. For strong MW fields the coupled Rydberg levels undergo
a standard Autler-Townes (AT) splitting, characterized by the Rabi frequency which
is proportional to the product of the MW field amplitude and the atomic transition
dipole moment.
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Rydberg atoms are extremely sensitive to incident radiation fields (MHz-THz) capable

of driving resonant dipole-allowed transitions between electronic states. If the field is

sufficiently strong, each of the coupled levels is split into an Autler-Townes doublet.

This splitting can be readily detected through a variety of Doppler-free absorption

spectroscopies including those based on electromagnetic induced transparency (EIT).

Atom-based electromagnetic field sensors which utilize Rydberg states, as introduced

above, operate at room temperature and use alkali atoms contained in a vapor cell

to detect electromagnetic fields[8]–[11].

The frequency splitting in the Rydberg states doublet corresponds to the Rabi fre-

quency for the Rydberg-Rydberg resonance in the MW field. The Rabi frequency

Ω is proportional to the product of the RF/MW field amplitude and the transition

dipole moment.

2π∆f = Ω =
F⃗rf · d⃗
h̄

(1.4)

where F⃗rf is the vector electric field amplitude and d⃗ is the Rydberg transition dipole

moment.

Assuming a resonant transition can be found that matches the RF or MW frequency

to be measured (this can generally be accomplished via Stark tuning of Rydberg

states), and the relevant (Stark-tuned) transition dipole moment has been measured

or calculated, then the RF or MW field amplitude can be extracted from spectro-

scopic measurements of the Autler-Townes splitting (or, in cases where the splitting

is not resolved within the transition lineshape, from changes in the resonance line-

shape). Numerous groups have developed different variants of this resonant Rydberg

electrometry scheme, with field sensitivities limited by laser shot noise, atomic colli-
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Figure 1.4: Experimental data (from [11]) for RF field detection through Rydberg
EIT spectroscopy. (a) EIT signal as a function of probe laser detuning ∆p. (b) Square
root of power

√
W on the x-axis is proportional to the applied RF E-Field[11].

sions, transit time broadening, and blackbody radiation, as well as residual Doppler

shifts of the EIT scheme. Use of amplitude modulation[8], frequency modulation[12],

homodyne[9] and heterodyne[13] detection has enabled laser shot-noise-limited per-

formance.

In this thesis, we present a different technique for measuring the amplitude and

frequency of radio-frequency fields. Like the resonance-based approach described

above, the method utilizes Rydberg atoms in a vapor cell as a detection medium, and

electromagnetically induced transparency (EIT) spectroscopy as an optical readout.

Unlike the previous schemes[8]–[11] that rely on resonant coupling between Rydberg

states, our electrometer is based on non-resonant dressing of the Rydberg atoms in

mixed signal (RF/MW) and strong reference (DC, LF, RF/MW) electric fields.
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1.4 Electromagnetically Induced transparency

Electromagnetically induced transparency (EIT) is a powerful high-resolution spec-

troscopic tool for measuring the energies of atomic Rydberg states (particularly low

angular momentum Rydberg states that can be optically coupled to low-lying excited

states) and level shifts caused by electric fields or other external interactions[14].

Figure 1.5: First observation of electromagnetically induced transparency in 1995
[15].

EIT spectroscopy is based on the interaction of two optical fields, the probe and

coupling lasers, with a three level system, as shown in Fig. 1.6. We can write the

laser-dressed interaction Hamilton for the three level system in terms of the relevant

Rabi frequencies, Ωp,c = d⃗p,c · F⃗p,c/h̄, where dp,c are the transition electronic dipole
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Figure 1.6: Energy diagram of a three level ladder system dressed with probe and
coupling lasers.

moments for the respective transitions, and F is the laser field amplitude:

H = H0 + V1 + V2

H0 = h̄ωg |g⟩ ⟨g|+ h̄ωe |e⟩ ⟨e|+ h̄ωr |r⟩ ⟨r|

V1 =
h̄

2
Ωpe

−iωpt |e⟩ ⟨g|+H.c.

V2 =
h̄

2
Ωce

−iωct |r⟩ ⟨e|+H.c.

(1.5)

Here, ωp and ωc are the laser frequencies corresponding to the respective transi-

tions. The rotating-wave approximation is applied for the interaction terms, neglect-

ing terms that lead to rapid phase variations in the transition amplitudes.

The resulting Hamiltonian can be written in matrix form as,

H =
h̄

2


2ωg Ωpe

−iωpt 0

Ω∗
pe

iωpt 2ωe Ωce
−iωct

0 Ω∗
ce

iωct 2ωr

 (1.6)

The approximate Hamiltonian in a dressed- state basis corresponding to the ground-
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state, the excited state minus one probe laser photon, and the Rydberg state minus

one coupling laser photon and one probe laser photon, in the rotating frame is,

H̃ =
h̄

2


0 Ωp 0

Ω∗
p 2∆p Ωc

0 Ω∗
c 2(∆p +∆c)

 (1.7)

where the laser detunings are defined as ∆p = ωp− (ωe−ωg) and ∆c = ωc− (ωr−ωe).

For the experimental condition of a scanning coupling laser with the probe laser

locked to the |g⟩ → |e⟩ resonance (∆p = 0,∆c = ∆), the eigenstates of the dressed

three-level system are,

|ψ0⟩ = Ag0 |g⟩+ Ae0 |e⟩+ Ar0 |r⟩

|ψ1⟩ = Ag1 |g⟩+ Ae1 |e⟩+ Ar1 |r⟩

|ψ2⟩ = Ag2 |g⟩+ Ae0 |e⟩+ Ar2 |r⟩

(1.8)

where the Aij are determined by diagonalizing the Hamiltonian (Eq. 1.7) and depend

on ∆c, Ωc, and Ωp with ∆p = 0. We can understand the effect of the coupling laser

on the probe transition as ∆c is scanned (our experimental observable) by inspection

of the eigenvalues and eigenstate compositions as a function of ∆p (relative to Ωp).

As examples, the eigenvalues of states 0,1,2 as a function of ∆c, for particular values

of Ωc and Ωp, are shown in Fig. 1.7.
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Figure 1.7: Dressed eigenstates as functions of the coupling laser detuning ∆c. The
eigenvalues of states 0,1,2 in Eq. 1.8 are plotted as the blue, yellow, and orange
lines. (Top)The Rabi frequencies of the probe laser and coupling laser are set to be
comparable to each other Ωc= 2MHz and Ωp =1MHz. At large coupling laser detuning
(relative to Ωc), the three level system appears as a strongly-coupled doublet involving
equal admixtures of the ground and excited state (split by the Rabi frequency of the
probe laser, Ωp) and a third level, the Rydberg state, which is essentially decoupled
from the other levels. Near resonance, for detunings |∆c| ≪ Ωc, all three dressed states
are strongly coupled. (Bottom)The Rabi frequencies of the probe laser and coupling
lasers are set to Ωc = 2MHz and Ωp = 0.1MHz. In this weak probe situation (like
that used in the experiment), the case is similar to that in top figure for |∆c| ≫ Ωc.
However, for small detunings with |∆c| ≪ Ωc the excited state and Rydberg state are
strongly coupled with each other, creating eigenstates that are decoupled from the
ground state, the latter exhibiting essentially zero energy shift. In this regime, the
ground state does not couple to the excited state, and there is no (or relatively little)
probe laser absorption.
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The detailed expressions for the admixture coefficientsAmn are somewhat complicated

in general, but we can obtain simple expressions for them in the far-detuned and/or

near-resonance limits. When |∆c| ≪ Ωc, the eigenstates are approximately

|ψ0⟩ = 1/
√
2 |g⟩+ 1/

√
2 |e⟩

|ψ1⟩ = 1/
√
2 |g⟩ − 1/

√
2 |e⟩

|ψ2⟩ = |r⟩

(1.9)

Similarly, when |∆c| ≫ Ωc, the eigenstates are approximately

|ψ0⟩ = |r⟩

|ψ1⟩ = 1/
√
2 |g⟩+ 1/

√
2 |e⟩

|ψ2⟩ = 1/
√
2 |g⟩ − 1/

√
2 |e⟩

(1.10)

The three eigenstates can be seen as a coupled two-level system with an extra, uncou-

pled state when the coupling laser is far detuned. The transition probability between

the ground and excited state (related to the laser absorption as the experimental

observable) can be modeled as the incoherent sum of the product of the ground state

population and excited state population in each of the three eigenstates,
∑

(AgiAei)
2.

This model implicitly takes into account decoherence between the eigenstates due to

spontaneous emission, which is not included in the Hamiltonian. For large coupling

laser detunings the excited state population has a maximum value of 1/2, with zero

Rydberg state population, representing maximum probe laser absorption.
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Figure 1.8: Semi-quantitative depiction of the net population in the excited state (and
probe laser absorption) as a function of coupling laser detuning ∆c. The population
calculation is based on incoherent addition of the contributions from each dressed
eigenstate (the lack of coherence is due to dephasing caused by spontaneous emission
between the excited and ground states for real atoms, not explicitly accounted for
in the model Hamiltonian), assuming: i) that each eigenstate is populated according
to the square of its ground-state admixture coefficient; and ii) that the excited state
population within each eigenstate is given by the square of its admixture coefficient.
The Rabi frequencies of the probe and coupling lasers are set to Ωc = 2MHz and Ωp

=1MHz, respectively. When ∆c = 0, no population appears in the excited state, i.e.
there is no probe laser absorption.

For ∆c ≪ Ωc and Ωp ≪ Ωc, the eigenstates become,

|ψ0⟩ ≈ |g⟩

|ψ1⟩ ≈
1

2
(|r⟩+ |e⟩)

|ψ2⟩ ≈
1

2
(|r⟩ − |e⟩)

(1.11)

Here, the excited and Rydberg states are strongly coupled with each other, and de-

coupled from the ground state. Accordingly, the product of the ground and excited

state admixture coefficients within each eigenstate is negligibly small. The model pre-

dicts zero excited state population reflecting minimal probe laser absorption. This
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electromagnetically induced transparency is due to the modification of the eigen-

state composition when the strength of the optical coupling between the excited and

Rydberg states far exceeds that between the ground and excited states. During a

frequency scan of the coupling laser (with the probe laser locked on resonance), the

probe absorption experiences a minimum (i.e. a transparency maximum) when the

coupling laser frequency matches the excited-state to Rydberg resonance. Therefore,

EIT spectroscopy is a convenient and sensitive tool for measuring shifts in Rydberg

energy levels due to external fields[14].

EIT can also be viewed as the result of destructive quantum interference involving

two paths to the excited state, |g⟩ → |e⟩ and |r⟩ → |e⟩. Since there is no excited-state

population, there is no probe light absorption[16].

1.4.1 EIT via Optical-Bloch Equations

A more complete, and quantitatively accurate description of EIT requires that spon-

taneous emission be properly taken into account. To do this, one can solve the master

equation for the density matrix ρ. The following outlines that approach, and provides

a brief derivation of the optical susceptibility relevant to the probe laser absorption

in the EIT scheme, based on several EIT review papers[16], [17].

The optical-Bloch equations describing the dynamics in a driven three-level system

are derived from the master equation,

ρ̇ = − i

h̄
[Ĥ, ρ] + Lρ (1.12)

where L represents the phenomenological decay of the intermediate state and dephas-
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ing of the Rydberg state, and the density matrix ρ is defined as,

ρ = |ψ⟩ ⟨ψ| (1.13)

For a three-level atomic system in the state,

|ψ⟩ = Ag |g⟩+ Ae |e⟩+ Ar |r⟩ (1.14)

The density matrix is:

ρ =


ρgg ρge ρgr

ρeg ρee ρer

ρrg ρre ρrr

 =


AaA

∗
a AaA

∗
e AaA

∗
r

AeA
∗
a AeA

∗
e AeA

∗
r

ArA
∗
a ArA

∗
e ArA

∗
r

 (1.15)

We introduce new, slowly evolving, matrix elements in the rotating frame using a

unitary transformation,
ρge = ρ̃gee

−iωpt

ρer = ρ̃ere
−iωct

ρgr = ρ̃ere
−i(ωc+ωp)t

(1.16)

In steady state, ρ̇ = 0, this yields the three-level optical Bloch equations

˙̃ρeg = −iΩp

2
(ρ̃gg − ρ̃ee) + i∆pρ̃eg − i

Ωc

2
ρ̃rg − γρ̃eg = 0

˙̃ρrg = i
Ωp

2
ρ̃re + i(∆p +∆c)ρ̃rg − i

Ωc

2
ρ̃eg − γrρ̃rg = 0

˙̃ρre = −iΩc

2
(ρ̃ee − ρ̃rr) + i∆cρ̃re + i

Ωp

2
ρ̃rg − γ′ρ̃re = 0

(1.17)

where γ, γ′ are the decoherence rates for the driven transitions (ground to excited

state and excited to Rydberg state). γr is the decoherence rate of the Rydberg state
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due to two-photon transition (ground to Rydberg state) ≪ γ. Spontaneous emission

is assumed to be the main decay mechanism for the excited state so γ = Γ/2, i.e.

half of the spontaneous decay rate of the excited state. For scale, in our experiments

with Rubidium 5P3/2 as the excited state, γ = Γ/2 = 2π × 3MHz.

In the weak probe limit (|Ωp| ≪ γ), there is negligible population build-up in the

excited state for any coupling laser detuning, therefore, we can assume ρre = 0 and

ρ̃eg = − i(γr − i(∆p +∆c))Ωp/2

(γ − i∆p)(γr − i(∆p +∆c)) + Ω2
c/4

(1.18)

The matrix element ρeg is related to the complex susceptibility through the polariza-

tion relation,

P =
1

2
ϵ0Ep[χe

−iωpt + c.c.] = −Ndge(ρ̃gee−iωpt + c.c.) (1.19)

where dge is the dipole moment of the ground state to excited state transition, N0 is

the atom number density, and we obtain the optical susceptibility that is relevant to

the experimental absorption [17],

χ(∆p,∆c) = −2
N0d

2
ge

ϵ0h̄

ρ̃eg
Ωp

= χ2level × [1− Ω2
c/4

(γ − i∆p)(γr − i(∆p +∆c) + Ω2
c/4

]

(1.20)

where χ2level is the susceptibility for the two-level system in the weak probe limit by

χ2level =
N0d

2
ge

ϵ0h̄

i

γ − i∆p

(1.21)
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When both lasers are tuned to resonance, minimum absorption is obtained,

χ(∆p = 0,∆c = 0) = χ2level[1−
Ω2

c

4γrγ + Ω2
c

] (1.22)

For an ensemble of atoms at non-zero temperature, the detunings are different for

different atoms in the ensemble, due to the Doppler effect. In the standard config-

uration where the probe and coupling lasers counterpropagate through the sample,

the detunings of the two lasers for an atom moving with velocity v⃗ become,

∆p → ∆p + kpv

∆c → ∆c − kcv

(1.23)

where kp,c =
2π

λp,c
are the wave numbers for two lasers, and v is the component of the

atom’s velocity parallel velocity to the probe laser propagation direction.

To determine the total susceptibility for the atomic sample we integrate over the

Boltzmann velocity distribution,

χ(∆p,∆c) = −2
N0d

2
ge

ϵ0h̄

ρ̃eg
Ωp

=

∫
i(γr − i(∆p +∆c + kpv − kcv))

(γ − i(∆p + kpv))(γr − i(∆p +∆c + kpv − kcv)) + Ω2
c/4

·

N0d
2
ge

ϵ0h̄

√
m

2πkBT
e
−
mv2

2kBT dv

(1.24)

where kB is the Boltzmann constant, T is the temperature of the Rubidium cell, and

m is the mass of Rubidium atom.

In general, the measured power of the transmitted probe beam, which is proportional
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to the probability of probe transmission through the vapor cell is given by

P = P0e
−
2πL

λp
Im[χ(∆)]

= P0e
−αL (1.25)

where P0 is the power of the probe beam entering the cell and L is the length of the

cell. In our experiments, the probe absorption is very small, and we can approximate

(P0 − P )/P0 ≃ αL .

Fig. 1.9 shows the imaginary part of the susceptibility vs coupling laser detuning

for different probe laser detunings and coupling laser Rabi frequencies. The upper

graph in Fig. 1.9 shows the case for an ensemble of stationary atoms at zero temper-

ature, predicting a true zero in the on-resonance absorption, with a broadening of the

transparency dip for increasing coupling laser intensity. As Eq. 1.22 indicates, in the

strong coupling regime Ω2
c ≫ 4γrγ, the EIT linewidth is Ω2

c/(4γ), which differs from

the primary result based on the Hamiltonian model where the impact of spontaneous

decay was not quantitatively included (in Fig. 1.8).

The lower graph in Fig. 1.9 shows the predicted susceptibility assuming a room tem-

perature Maxwell-Boltzmann velocity distribution. In this case, the susceptibility is

not equal to zero on resonance and both the width and magnitude of the transparency

window depend on Ωc.



21

Figure 1.9: Imaginary part of the susceptibility (χ) as a function of coupling laser
detuning ∆c, for ∆p = 0. The probe transition coherence decay rate is γ = 3MHz.
The two-photon decay rate, γr ≈ 10−6MHz, is neglected. (Top) Imaginary part of
susceptibility vs coupling laser detuning for different coupling Rabi frequencies and
stationary atoms. This shows the transparency window at the two photon resonance
condition. Any increase in the coupling Rabi frequency solely broadens the feature.
(Bottom) Imaginary part of susceptibility vs the coupling laser detuning including
the Doppler shifts for a distribution of atoms at room temperature. The EIT dip
is broadened and weakened by the residual Doppler shift from Eq. 1.23. Both the
amplitude and width increase as function of Ωc.
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In Fig. 1.10, the difference between the probe laser detuning (40MHz) and measured

shift (≃64MHz) is due to the Doppler mismatch of the probe and coupling lasers[14].

The measured probe detuning in the spectrum is ∆pm = D∆p, where ∆pm is the

measured shift and D is a parameter whose value depends on the wavelengths of the

probe and coupling laser D = λp/λc ≃ 1.6.

Figure 1.10: Imaginary part of the susceptibility vs coupling laser detuning for room
temperature atoms and ∆p = 40MHz. The transparency dip position is shifted from
0MHz to -64MHz due to the uncompensated probe laser detuning. The difference
between the shift in the position of the observed dip and the probe laser detuning is
due to the Doppler mismatch between the probe and coupling lasers[14].

The transparency window width also increases with coupling laser power (Pc), as

shown in Fig, 1.12. The measured widths are typically larger than predicted in Fig.

1.12 due to factors not included in the model, such as additional dephasing of the

Rydberg state due to interactions between Rydberg atoms and/or ions in the sample,

laser line widths[18] and frequency jitter, and transit-time broadening[19], [20].
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Figure 1.11: EIT dip magnitude vs the square of the coupling laser Rabi frequency, the
latter proportional to the transition probability in lowest order perturbation theory.
The dip magnitudes are derived from calculations similar to those shown in Fig.
1.10. The left figure shows a wide range of coupling laser Rabi frequencies, roughly
corresponding to those relevant to the Rb 5p → 32s transition at the range of laser
powers explored in the experiment. The right figure shows a magnified view of the dip
magnitude for low Rabi frequencies, illustrating its proportionality to the transition
probability in this regime. The red dashed line is a linear reference.

Figure 1.12: EIT peak width vs the coupling laser Rabi frequency squared. The peak
width is derived from the calculated susceptibility including the Doppler effect. In
general, the peak width increases non-linearly as a function of the squared interaction
strength. However, for low interaction strengths, the width increases linearly with a
substantial non-zero width near zero coupling.
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1.5 Dissertation Structure

Chapter 2

The experimental apparatus necessary to perform the RF detection measurements

is described in Chapter 2. Details are given on the design and use of the external

cavity diode laser (ECDL), the intracavity second harmonic generation process, the

electronics used to tune and/or frequency-lock the two laser systems, and the in-

struments used to produce various types of electric fields to benchmark the Rydberg

electrometer.

Chapter 3

This chapter introduces the theory describing the effect of non-resonant low frequency

fields on Rydberg atoms, providing the background for our self-calibrating broad-

band Rydberg electrometer design. We specifically explore the non-linear Rydberg

response to combinations of fields with different frequencies which forms the basis for

our approach to improve the sensitivity and frequency range of the electrometer, by

combining the unknown signal field with a strong reference.

Chapter 4

Experimental results, benchmarking the operation of the Rydberg electrometer using

a continuous coupling laser and strong DC reference, are presented and compared

with the theory. These initial measurements revealed a non-linear response of the

EIT signal at high coupling laser intensities that led to errors in the field measure-

ment if not properly compensated. A second set of measurements, using a pulsed

coupling laser, were then performed to identify appropriate regimes of coupling laser

peak power and pulse duration for which accurate field measurements could be made.

Additional measurements made using an RF antenna rather than a direct wired con-

nection revealed the impact of an RF field-dependent coupling between the RF signal
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source and the DC supply that altered the magnitude of both the RF and DC fields in

the interaction region affecting the benchmark measurements for wired RF coupling.

Further measurements showed that one could extract both the spectral amplitude

of the RF signal and the magnitude of the DC field directly from the EIT spectra.

Finally, the effectiveness of the electrometer was demonstrated using either low fre-

quency AC (synchronous with modulation frequency of the coupling laser) or RF

reference fields. The latter enables the extension of the electrometer into higher fre-

quency regimes by enabling detection at the difference frequency between the signal

and reference fields, reducing the required frequency scan range of the coupling laser.

Comparisons of the performance of the electrometer for DC, low frequency AC, and

RF reference fields are provided.

Chapter 5

The last chapter in this thesis gives a summary of which equations and approxima-

tions can/should be used for the RF field measurement for different amplitude range

of RF field. In particular, plots showing limiting conditions for applying non-resonant

Rydberg field-mixing EIT-based RF electrometry with different Rydberg states as a

function of DC reference and RF signal fields are provided. Then the sensitivity of

the current implementation of the RF electrometer is discussed, in terms of expres-

sions involving the smallest detectable RF field. Assuming all parameters have been

optimized, a smallest measurable field value is given for the current apparatus. Fi-

nally, a brief outlook exploring future improvements of our electrometer and how our

approach can combine with others for RF measurement across a frequency range.
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Chapter 2

Experimental apparatus

The experiments described in this dissertation involve 85Rb atoms excited to Ry-

dberg states in a vapor cell. This chapter describes the Vapor cells that hold the

atoms, the lasers used for excitation, the electronics used to create DC/RF fields and

manipulate/measure the lasers, and the software used for data detection and analysis.

The experiments were performed in Room 166/168 of the Physics Building at Univer-

sity of Virginia. The HVAC system is targeted to maintain lab temperature around

72◦F . In practice, the humidity of air blowing out of HVAC system is not con-

trolled. Even though dehumidifiers in the lab can help control local humidity level,

a change of humidity cannot be prevented when the weather is rapidly changing.

Because the laser systems are affected by humidity changes, it is better to perform

measurements on non-rainy days or days without large day and night temperature

(and corresponding humidity) fluctuations. A Bluetooth temperature and humidity

sensor (manufactured by Govee) is used to monitor the environmental condition near

the optical setup.
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2.1 Rubidium vapor cell

Two different vapor cells are used in our experiments. The first one is a clear right

circular cylinder (7.5 cm long × 2.5 cm diameter) made of Pyrex without any metal

plates or wires in the cell. This ”locking” cell is used for frequency locking the probe

laser via saturated absorption spectroscopy The second vapor cell is also a Pyrex

cylinder (7.5cm long × 2.5cm diameter) but is fabricated to include two parallel metal

plates (6cm long × 2cm width and 0.5cm separation) positioned along the axis of

the cell. The metal plates each have two electric wire feedthroughs for connection to

an external power supply. The EIT measurements are made in this ”Rydberg” cell.

2.1.1 Vapor cell temperature control with feedback circuit

Figure 2.1: Cell temperature vs set voltage for the heating wire. Different temper-
atures can be selected for the Rubidium cell. Room temperature for the vapor cell
corresponds to a set voltage of 3V. Typical temperature setting for experiments is
∼ 28◦C.
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Our experiment does not require ultracold atoms, but a consistent temperature envi-

ronment is preferred for the high precision EIT measurements since the atom density

and residual Doppler shifts are temperature dependent. To achieve this goal, the

Rydberg cell is wrapped with thin copper wires which serve as the heater, and a ther-

mistor as a temperature sensor. The thin wires are folded at the start point so that

adjacent wires carry current in opposite directions, minimizing the induced magnetic

field.

Both the heating wires and the thermistor are connected to a proportional-integral-

derivative (PID) feedback circuit (HTC-3000) [21] which compares the voltage across

the thermistor to the setpoint voltage. The circuit board provides the appropriate

current to the heating wires to maintain the cell temperature at the desired value.



29

2.2 Laser Systems

Laser-atom interactions are the basis for our RF electrometer. Two different tunable

lasers are required for the measurements, utilizing the following components and

modes of operation.

2.2.1 External Cavity diode laser

The EIT spectroscopy (see Section 2.2.5) is performed using a New FocusVortex

7000 Stable Wave tunable diode laser and a Toptica TA/DL-SHG laser system. The

Vortex tunable laser and Toptica DL pro (the first stage of Toptica laser system)

are external cavity diode lasers (ECDL). These lasers are widely used for laser-based

atomic physics experiments due to their compact size, ease of use, and relatively good

stability.

In an ECDL, a laser diode serves as the gain element, and is incorporated within a

tunable resonant cavity to complete the external cavity diode laser. The wavelength

selectivity is provided by angular dispersion selection from a diffraction grating[22]–

[26]. As shown in Fig. 2.2, one side of the laser diode chip is covered with a high

reflective (HR) coating while the other side has an anti-reflective (AR) coating to

prevent the diode chip itself from acting as a cavity. The Laser light from the chip

first passes through a collimating lens and is directed to the diffraction grating.

In the Littman-Metcalf design[25], [26] (used in the New focus laser), a rooftop prism

reflects the first order diffraction from the grating back into diode as feedback. In the

Littrow-Hansch design[22] (used in the Toptica laser), the diffraction grating sends

the first order diffraction directly back into diode as feedback. The retro-reflecting
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Figure 2.2: Principle of operation for the Littman-Metcalf ECDL[27].

element (prism or grating) and HR coating of the laser diode chip forms the external

cavity and frequency tuning is achieved by adjusting the prism or grating angle to

select which wavelength in the dispersed beam oscillates in the cavity. The tuning

element (prism or grating) is mounted to a piezoelectric actuator to provide rapid

frequency tuning and control. For any selected angle within the large first order

dispersion angular range, only a narrow spectrum is retro-reflected and amplified.

In the Littman-Metcalf design, the zero-order diffraction of the grating serves as the

output beam of laser. In the Littrow-Hansch design, an output-coupler creates the

optical cavity between the rear facet of the diode and the grating, and directs a

portion of the oscillating laser light out of the cavity.

Mode-hop free tuning of the ECDL is achieved by simultaneously tuning two param-

eters, the prism-grating angle and the cavity length. The cavity length needs to be
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Figure 2.3: Principle of operation for the Littrow-Hansch ECDL[28].

related to the feedback angle of diffracted beam as

L(θd) = Nλ(θd)/2 = NΛ(sinθi + sinθd)/2 (2.1)

Where L is the cavity length, λ(θd) is the discrete set of possible modes that can lase,

N defines the cavity mode which remains the same in a mode-hop free laser, Λ is the

groove spacing of the diffraction grating, and θi and θd are the angles of incidence

and diffraction, respectively.

In the Littman-Metcalf design, by appropriately setting the pivot point of the prism,

these two parameters can be synchronized to allow for continuous tuning of the fre-

quency of the diode laser free of any mode-hops, i.e. no change in N[25], [26]. In the

Littrow-Hansch design, as the length of the piezoelectric that controls the external

resonator length and grating angle is changed, the photodiode current is adjusted

leading to a change in the internal resonator length, so that mode-hop free tuning is

achieved[22].
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For the measurements, the New Focus laser is tuned near 780nm. It serves as the

probe laser and drives the 85Rb 5S1/2 to 5P3/2 transition. The typical operating

current is ∼90mA, and the standard power output is ∼ 30mW. The voltage on the

piezoelectric actuator that controls the laser frequency is described in the Section

2.2.5. Daily Operating Details are provided in Appendix A.1.

The ECDL lasers are exceptionally sensitive to unwanted optical feedback, so optical

isolators are used to block stray reflections that are directed back into the Diode lasers.

The isolator used with the New Focus laser is an IO-D-780-VLP from Thorlabs. This

allows linearly polarized light to pass through in one direction but extinguishes light

in other direction irrespective of its polarization.

The Toptica DL pro laser, which is the first stage of TA/DL-SHG pro laser system,

is tuned to ∼ 964nm. The ∼ 40mW beam is sent though a tapered amplifier (TA).

Within the TA, the size of the beam is gradually increased to interact with a larger

gain region as the power of the beam propagates through the fiber. The power after

the TA is ∼ 600mW. To obtain the ∼ 482 nm light required to drive the 5p→ ns Rb

Rydberg transition, the 964 nm beam from the TA is then sent to frequency doubling

cavity. The TA/DL-SHG system is shown schematically in Fig. 2.4.
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Figure 2.4: Principle of operation of the TA-SHG pro laser system[28].

2.2.2 Second harmonic generation

Non-linear frequency-mixing is commonly used to convert the coherent infrared/near

infrared radiation produced by diode lasers to desired frequencies in the visible or

ultraviolet[29], [30]. In our TA/DL-SHG pro laser system, a bow-tie-ring second

harmonic generation (SHG) cavity surrounds a non-linear crystal that doubles the

frequency of the circulating 964nm light, as shown in Fig. 2.5. The SHG cavity

length is stabilized using the Pound-Drever-Hall technique[31], [32]. The ECDL diode

current in the DL-pro (Fig. 2.4) is modulated at 5MHz , creating frequency sidebands

spaced by symmetrically centered around the circulating 964nm light. Some portion of

the 964nm laser passes through the high reflective mirror and into a fast photodiode,

where the relative intensity of the two sidebands is compared. The two sidebands

will have equal intensity when the cavity length provides minimum loss at the central

fundamental frequency. The error signal is sent to a PID feedback controller which
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appropriately adjusts the the piezoelectric actuator to stabilize the cavity for optimum

circulating power and SHG efficiency.

Figure 2.5: Principle of operation for second harmonic generation[28].

Normally, the Toptica TA/DL-SHG can provide ∼ 120mW of laser light at 482nm.

The power is easily affected by the position of the cavity mirrors, the beam alignment

and changes with output frequency. In this dissertation, the TA/DL-SHG laser is

referred as the ”blue laser” or ”coupling laser.”

2.2.3 Acousto-Optic Modulator

Before the blue laser is sent to the Rubidium vapor cell, it passes through an acousto-

optic modulator (AOM), IntraAction Corp Model AOM-802A1. As shown in Fig.

2.6, the active element in the AOM is a piezoelectric transducer attached to a quartz

crystal block. An oscillating voltage drives the piezo and creating an acoustic standing

wave in the quartz. The standing wave produces a periodic variation in the refractive

index of the quartz, so that it behaves like a diffraction grating.

Laser light entering the AOM at the Bragg angle θB =
λF

2V
, where λ is the laser

wavelength, F is the acoustic frequency, and V is the acoustic velocity of the quartz
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Figure 2.6: Principle of operation for Acousto-Optic Modulator[33].

crystal, is diffracted by an angle θR = 2θB. The diffracted beam can be switched on

and off by pulsing the oscillating voltage applied to the piezoelectric transducer.

We use the single-pass first-order diffraction from the AOM to chop the light from

the Toptica laser into pulses with desired duration and repetition frequency. The

diffraction efficiency is ∼ 60% to 70% depending on the transverse profile of the laser

beam. The pulsed AOM has negligible leakage into the first order beam when the

gate pulse is off to prevent any Rydberg excitation when the coupling laser is intended

to be off.

2.2.4 Saturated Absorption Spectroscopy

Before the 780nm probe laser beam enters the Rubidium vapor cell, it’s frequency is

locked to the side of a Rb resonance using the saturated absorption spectroscopy and

a proportional-integral-derivative (PID) feedback circuit. The saturated absorption

is obtained using a pump-probe measurement in the room temperature ”locking” Rb
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vapor cell.

A beam splitter directs a small fraction (5%) of the 10mW 780nm laser beam into

the cell, serving as the pump laser for the saturated absorption. The pump laser has

enough power to saturate the 5s → 5p transition of interest. After passing through

the cell, roughly 5% of this pump beam is retro reflected through the Rb cell, serving

as the probe laser, and is detected by a balanced photo-diode pair.

Figure 2.7: Detailed setup for saturated absorption spectroscopy including the laser
source, Rubidium cell, and balanced photo-diode detector for the PID locking circuit.

When the strong pump beam, transits the cell with the same frequency as the coun-

terpropagating probe, the two beams are most strongly absorbed by atoms in two

different velocity groups. For example, for a laser frequency fA that is below the res-

onance frequency f0, probe and pump photons are most strongly absorbed by atoms

moving in opposite directions, directly towards each beam. Therefore, the probe

absorption is unaffected by the presence of the probe.

However, when the laser frequency is tuned to resonance at f0, atoms that have zero
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velocity or are moving perpendicular to the beams will be strongly absorbing. In this

case, atoms that have been excited by the pump are not available to absorb light from

the probe beam. Accordingly, as the laser frequency is scanned over the resonance, a

narrow “Lamb dip”[34] is observed in the absorption of the probe at f0 (i.e. a peak

is observed in transmission spectrum). The width of the Lamb dip is determined by

the natural linewidth of the excited state, rather than the temperature of atoms in

the cell allowing for a much tighter frequency lock.

The 85Rb 5s to 5p transition includes several non-degenerate resonances, due to the

hyper-fine structure associated with the nuclear spin. The saturated absorption spec-

trum exhibits dips at each of the hyperfine transitions. There are additional spikes

in the transmission spectrum known as crossover peaks which appear at frequencies

f1,2 =
1

2
(f1 + f2) exactly halfway between each pair of atomic resonances, at f1 and

at f2. At f1,2, atoms moving with the proper velocity will absorb downward Doppler

shifted probe beam photons at f1 and upward shifted pump beam photons at f2 (or

vice versa). Thus, at this crossover frequency f1,2, the number of atoms available

for absorbing probe beam photons is reduced, similar to the case at the resonance

frequencies f0 leading to cross-over peaks in the probe transmission spectrum.
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Figure 2.8: Experimental saturated absorption frequency scan collected from oscil-
loscope. The largest two transmission spikes are the crossover peaks corresponding
to the 5S1/2 F = 3 → 5P3/2 F

′ = 4, and 5S1/2 F = 3 → 5P3/2 F
′ = 2 hyperfine

transitions The arrow indicates the typical lock point. Further explanation of this
spectrum is presented in reference[35].

As shown in the saturated absorption spectrum in Fig. 2.8, the locking point for

the EIT probe beam is positioned on the downward (positively detuned) slope of the

5S1/2 F = 3 → 5P3/2 F ’ = 3, 4 cross-over peak. The voltage from the balanced

photodiode is compared to the setpoint on the PID controller and the error signal

is fed back to the piezo tuning element in the New Focus ECDL. By adjusting the

setpoint voltage offset, the frequency lock point can be fine tuned over a small range.
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2.3 Electronics Systems

The laser systems described in the previous section are controlled by various electronic

circuits that provide frequency stabilization and amplitude modulation. In addition,

the energies of Rydberg atoms are modified by externally applied electric fields, due

to Stark effect. Several of the key circuits and instruments used in the measurements

are described below.

2.3.1 Balanced photodiode detector

In balanced detection, the intensities of two optical beams are compared using two

identical photodiodes. The resulting photocurrents are amplified deferentially in order

to produce electrical signal proportional to their difference. The differential detection

amplifies the difference between the two optical intensities while eliminating noise

that is common to both beams. This approach is widely used for converting the

optical response from light matter interactions to an electronic signal[36].

Two 9V batteries are used to provide the +9V and -9V bias voltages. Batteries are

the preferred power source as they do not suffer from voltage ripple or other electronic

noise in the output of an AC powered DC source. A narrow red optical bandpass

filter is typically placed in front of the photodiodes to reject ambient light. If desired,

additional biasing resistors can be added in series with the two photodiodes to reduce

the differential gain.
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Figure 2.9: Balanced photodiode circuit used for laser spectroscopy. The interaction
beam refers to the one overlapped with the strong coupling (for the EIT measure-
ments) or pump (for saturated absorption locking) laser. The balanced beam refers
to the one passing the same region of the cell but not overlapping with other laser.
Two photodiodes separately receive the interaction and balanced beams.

Figure 2.10: Balanced photodiode signal vs beam power difference. The power of the
interaction beam is changed while keeping the balanced beam at zero. The output
voltage is linearly proportional to the power difference for the range of interaction
beam powers used in the experiments.
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2.3.2 Frequency Locking with PID circuit

We use the saturated absorption spectroscopy (described in section 2.2.4) to imple-

ment a side-of-resonance lock using a proportional-integral-derivative (PID) feedback

system. To achieve the locking, the feedback circuit compares the photodiode signal

with a desired value (setpoint voltage), via a differential amplifier. Any difference in

the amplitude of the signal relative to the set voltage is amplified and fed back to the

control unit of the ECDL. The voltage of piezo is then changed to maintain the laser

at the desired frequency. The time integral, and derivative of the difference signal can

be combined with the proportional amplified for better and longer frequency locking.

Figure 2.11: New Focus LB1005 high-Speed Servo Controller architecture[37].

The 780nm probe laser frequency is locked to the falling edge of the 85Rb 5S1/2 F =

3 → 5P3/2 F ’ = 3, 4 crossover peak as described in section 2.2.4. The 482nm coupling

laser can be frequency locked by directing a small portion of the 964nm seed laser

into a Fabry-Perot Interferometer (Model: Thorlabs SA 200-3B). The interferometer

(FPI) is housed in sealed, temperature controlled cell to reduce drifts associated with

changes in room temperature and pressure.
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Figure 2.12: A schematic drawing of the ”T” used for controlling the pressure of the
Fabry-Pérot Interferomter.(a) The top view shows the ”T” shape with the FPI resting
inside the main part of the ”T”. (b) the side view shows the electrical feedthroughs
that are used for the temperature control and the valve that is used for pressure
tuning of the FPI frequency[6].

The FPI contains a back reflector attached to a piezoelectric transducer that allows

for control of the cavity length. The piezoelectric is connected to the Thorlabs SA201

spectrum analyzer controller or a Thorlabs TPZ001 piezo driver. The SA201 driver

provides a triangle or sawtooth voltage to the FPI piezo to measure the spectrum

of the laser by scanning the cavity length. For frequency locking, the controller is

replaced by the piezo driver that can apply a static (or slowly varying) voltage from

0V to 150V. To lock the 482nm laser, the DL laser (in the Toptica TA/DL-SHG pro

laser system) is frequency tuned to an EIT resonance.The TPZ001 FPI piezo driver

voltage is then adjusted so that the 964nm FPI transmission signal is positioned

approximately half-way up the the rising edge of a transmission peak. The FPI

signal is amplified (by the amplifying circuit in the SA201 controller) and sent to the

Toptica PID 110 control circuit which provides the error signal to lock the DL laser

frequency.

As an alternative to tuning the FPI cavity length with the piezo, the location of the

transmission maxima can be tuned by changing the pressure in the sealed chamber
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enclosing the FPI. Fine pressure tuning is accomplished using the plunger of a vacuum

valve to change the volume of the gas in the enclosure.

2.3.3 Frequency scanning

EIT spectroscopy involves a frequency scan of either the probe or the coupling laser.

The frequency of the probe laser can be controlled using the Vortex 6000 Controller

by varying either the diode current or piezoelectric voltage.

Figure 2.13: A schematic of the frequency control system for the New Focus laser.
The red line is the 780nm light from the diode laser to the Rubidium cell for satu-
rated absorption spectrum measurement. The signal from the absorption spectrum
goes to the servo controller. A function generator sends a periodic voltage ramp (at
approximately 1 Hz) to the servo controller which is passed to the ECDL piezo driver
in the Vortex 6000 ECDL controller. The ramped piezo voltage sweeps the ECDL
frequency. Once the setpoint voltage has been adjusted to the desired level on the
side of the cross-over resonance in the saturated absorption spectrum, the locking
circuit is engaged. This halts the voltage sweep and directs the error signal to the
Vortex 6000 to hold the laser frequency on the side of the resonance.

As described previously, the frequency of the coupling laser can be locked using the

PID 110 module in the TA/DL SHG-pro system. The SC 110 frequency scan module

in the TA/DL SHG system can be used to scan the frequency of the fundamental

ECDL and the frequency doubled output. An alternative method for scanning the
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coupling laser involves first locking the ECDL to the FPI (in Fig. 2.12), and applying

a periodic voltage ramp to FPI piezo to vary the FPI cavity length. Compared to

the internal scan module, this method can minimize the laser drift between successive

scans, but the modulation of frequency is limited to low frequency (several Hz) and

smaller range (up to 100MHz) compared to the frequency scanning of ECDL.

Figure 2.14: A schematic of the frequency control system for the Toptica TA/DL-SHG
Pro. The red line represents the 964nm laser beam from the ECDL to the Fabry-Perot
Interferometer (SA200-3B). The FPI cavity length is controlled by the piezo. For
frequency locking, a voltage that is proportional to the optical transmission through
the FPI is fed to the amplifier (SA201) and from there to the feedback controller
(PID 110). For frequency scanning, a ramped voltage from the SC 110 is fed into the
PID 110 and then to the piezo in the ECDL in the TA/DL-SHG pro.

Considering that the probe laser can be tightly locked to the atomic absorption and

the coupling laser can only be locked to an optical cavity that is subject to thermal

drifts (∼50MHz over an hour) and instabilities caused by table vibrations and acoustic

noise, for the EIT measurements, we typically lock the probe laser and scan the

coupling laser using the internal scan module.
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2.3.4 DC field generation

DC voltages applied to the field plates within the Rydberg cell provide the static

reference fields for the electrometer. The DC voltage source is an HP6286A 20V/10A

DC power supply. The supply is connected to the metal plates through the wire

feedthroughs of the Rubidium cell as shown schematically in Fig. 2.15.

Figure 2.15: Schematic of the DC voltage supply connected to the internal plates of
the Rubidium cell. A 50Ω resistor is connected with wire feedthroughs.

2.3.5 RF field generation

Three different RF power supplies with different output power and frequency ranges

(IntraAction Model VFE frequency synthesizer, Wavetek Mode 2500C signal gener-

ator, and Agilent 83620B Synthesized Swept-Signal generator[38], [39]) provide the

RF fields for the electrometer measurements. The RF voltages from the units can be

applied directly to the field plates using the wire feedthroughs, or can be indirectly

coupled to the plates using a simple antenna. In both cases, one end of a coaxial

BNC cable is attached to the coaxial output connector of the signal generator. The

other end of the BNC cable is terminated with alligator clips which can be directly

connected to the wire feedthroughs or serve as the antenna for indirect coupling.
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Figure 2.16: The schematic of the DC voltage supply and RF field supply connected
to the internal plates of the Rubidium cell. A 50 Ω resistor and a 4.7 µF aluminum
capacitor are connected with wire feedthroughs.

Figure 2.17: Peak to peak 60MHz RF voltage measured on the metal plate vs the
BNC cable length. The metal plate is connected to the RF power supply through
different length BNC cables. The peak to peak RF voltage on the plates is measured
by the high-impedance voltage probe P6139A [1]. The output voltage reading on the
Wavetek RF supply is set to three different levels shown in the legend.

A variety of factors affect the coupling of the RF voltage from the signal generators
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to the metal plates inside/outside of the Rubidium cell. One important factor is the

BNC cable length between the RF generator and the metal plates. Fig. 2.17 shows

an example of the cable length dependence of the voltage across the field plates for a

fixed RF amplitude from the signal generator. So a fixed strength BNC cable is used

to connect the metal plate to the RF supplies.

Meanwhile, despite the addition of capacitors and inductive damping ferrite rings

placed between them, the RF power supply influences the output of the DC supply

when both supplies are directly connected to the metal plate. The coupling between

the two supplies increases non-linearly with the RF voltage. This is discussed in more

detail along with the experimental results in the RF wire and antenna setup section

4.2.

2.3.6 MW field generation

Figure 2.18: Schematic of the experimental configuration using a DC or low-frequency
AC reference and indirect RF signal field coupling. The DC/AC voltage supply is
directly connected to the internal plates of the Rubidium cell. The RF antenna
wirelessly directs an RF field into the cell. A 50 Ω resistor is connected in parallel
with the field plates inside the cell using the wire feedthroughs.
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Low frequency microwave fields are generated with the IntraAction Model VFE fre-

quency synthesizer, and introduced into the cell using the indirect antenna configura-

tion. High frequency microwave fields are generated with an Agilent 83620B Synthe-

sized Swept-Signal generator and introduced into the Rydberg cell using waveguide

and a microwave horn, designed for the frequency range of interest, placed near the

Rubidium cell.

2.3.7 Delay generator

The coupling laser pulse duration, synchronization of those laser pulses with the

low-frequency AC reference, and referencing the pulse repetition frequency to the

lock-in amplifier, are controlled by digital delay generators. The Stanford Research

System DG 535 provides 4 independent outputs with a resolution of 5ps[40]. For the

experiments using lock-in detection, the reference signal is a square wave of 40KHz

frequency.

As mentioned in section 2.2.3, the first order AOM diffraction chops the 482nm beam

from the Toptica laser to pulse the coupling laser. The AOM driver, which is an

RF field generator, is gated by a pulse from the delay generator. The length of the

coupling laser pulses, and their repetition frequency, are determined by the duration

and repetition frequency of the gate pulses from the delay generator. If desired,

the reference electric field can also be produced by the delay generator, providing a

reference voltage (up to 5V) across the field plates synchronized with the coupling

laser pulses.
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2.3.8 Lock-In Amplifier

Figure 2.19: A schematic of the lock-In amplifier in the experimental setup. One
channel of the delay generator modulates the amplitude of the RF field sent into the
AOM driver. Another delay generator channel provides a square wave at the save
frequency which serves as the frequency reference for the lock-in amplifier. Due to
the pulsing of the coupling laser, the EIT signal received by photodiode is modulated
at the reference frequency.

The lock-in technique is used to detect and measure very small AC signals. A lock-in

amplifier can make high precision measurements of small signals even when the signals

are obscured by noise that is a hundred (even a thousand) times larger. Essentially,

the lock-in filters the input, passing only the portion within a narrow frequency

window to a high-gain amplifier. The central frequency and bandwidth of the filter
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can be tuned by the user to match that of the signal of interest.

The technique requires that the experimental signal is generated at a well-defined

frequency, and works best if that repetition frequency is located within a relatively

quiet part of the ambient noise spectrum.

Figure 2.20: Schematic block diagram of the lock-in amplifier[41].

In the experiment, the AOM driver is gated by the delay generator at a 40kHz rep-

etition frequency, as described in the previous section. With the pulsed coupling

laser, the EIT signal from the balanced photodiodes is also modulated at 40kHz. The

lock-in amplifier receives the modulated EIT signal from the photodiodes along with

the reference signal from the delay generator. The two electric signals are mixed with

the correct phase, through a low pass filter, and finally amplified with a high gain.

Only those difference frequency components within the low pass filter’s narrow 1kHz

bandwidth will pass through to the DC amplifier.

The lock-in phase is chosen to maximize the amplified signal. The best approach is

to first adjust the phase to null the signal, and then to shift the phase by 90◦ for the

measurements. The gain is chosen according to the input voltage amplitude.
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2.4 Data collection and Analysis

Data collection is based on a Tektronix DPO3032 digital phosphor oscilloscope . The

oscilloscope records the time dependent voltage from the lock-in amplifier, which is

linearly proportional to the time-dependent variation in the probe laser intensity as

the coupling laser frequency is scanned. The time axis can be converted to coupling

laser frequency using the frequency scan range and sweep time. The scan range is

determined by observing the variations in the FPI transmission and the frequency

calibration is confirmed using the location of the sidebands in the EIT spectrum for

a known RF signal frequency.

All of the data acquired in the experiments presented in this dissertation were an-

alyzed using EXCEL, Matlab, and codes written in Python or R programming lan-

guage. Excel and Matlab are used for plotting the data and comparison with calcu-

lations.
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Chapter 3

Theoretical background

In this chapter, we describe the theory underlying our scheme for RF detection in the

presence of a DC, AC, or RF reference field. Because our principal interest is an RF

detection scheme with broadband sensitivity, we focus on non-resonant interactions

for which the atomic response to the RF signal field has only a weak frequency

dependence. In this non-resonant regime, and for sufficiently weak fields in which the

DC Stark shift is well described by a field-independent polarizability, the adiabatic

approximation provides a highly accurate description of the atomic response. By

selecting appropriate Rydberg states for detection, one can always work in a regime

were this condition holds.

Consider a Hamiltonian Ĥ describing the evolution of a system initially in state ψ0.

Provided the initial state remains an eigenstate of the system and the time evolution

of the Hamiltonian induces no transitions, then at any instant, ψ(t) is the solution to

Schrodinger equation Ĥψ(t) = E(t)ψ(t) with:

ψ(t) = eiθ(t)ψ0 (3.1)

where adiabatic phase is

θ(t) = −
∫ t

0

E(t′)dt′ (3.2)
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In weak static electric fields, a low angular momentum Rydberg state nL undergoes

a quadratic Stark shift, ∆E = 1
2
αF 2 where α is the state-dependent polarizability,

and F is the static field. This remains an excellent approximation as long as the

Stark shifted level is energetically well-separated from neighboring Stark states. We

focus on ns states throughout this dissertation due to the limited state multiplicity

(mj=1/2 only) and correspondingly reduced complexity of the EIT spectra.

Figure 3.1: Map of the 85Rb n=29 Stark manifold with electric field ranging from
0 to 50V /cm, calculated by python notebooks from ARC[7].The color indicates the
percentage of the original 32s state in each Stark eigenstate. The 32s state has a
quantum defect of 3.131 and starts to merge with the manifold around 24V/cm.

As illustrated in Fig. 3.1, the ns states in Rb become strongly coupled to other

Rydberg states in a field of Fc ∼ 2 × 109 n−5.24 V/cm (as determined from a fit of

Fc for different n in the Rb Stark map). For F < Fc small deviations from a purely

quadratic Stark shift can be accounted for by assuming the polarizability has a weak

field dependence. Fig. 3.2 shows the field dependent polarizability for the 32s state,
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for F < Fc, from the derivative of the stark shift

∆(F ) =
1

2
αF 2

α(F ) =
d

FdF
∆(F )

(3.3)

In our basic electrometer implementation, the atoms are exposed to a strong, known

static reference to assist in the detection of a weak unknown RF field. In this case, the

polarizability value corresponding to the applied static field gives the most accurate

RF field determination.

Figure 3.2: The Rubidium 32s state polarizability vs electric field. The expression in
the graph is a polynomial fit illustrating how the polarizability changes with applied
field. The polarizability changes by less than 1% for 10 < F < 15V /cm.

Accordingly, within the adiabatic and quadratic Stark shift approximations, a low
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angular momentum Rydberg state will experience a time-dependent energy

E(t) = (E0 −
1

2
αF (t)2)

θ(t) = −
∫ t

0

(E0 −
1

2
αF (t′)2)dt′

(3.4)

in a slowly-varying total electric field,F(t), where E0 is the field-free energy of the

Rydberg state.
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3.1 RF field determination with a DC reference

Consider a time-dependent field F⃗ (t) which is a superposition of static F⃗dc and har-

monically varying F⃗rf sinωt components. In that case,

E(t) = E0 −
1

2
αFdc

2 − αF⃗dc · F⃗rf sinωt− 1

2
αFrf

2 sin2 ωt (3.5)

Then, from equation(3.4),

θ(t) = −
∫ t

0

(E0 −
1

2
αF (t′)2)dt′

= −
∫ t

0

(E0 −
1

2
αFdc

2 − αF⃗dc · F⃗rf sinωt′ − 1

2
αFrf

2 sin2 ωt′)dt′
(3.6)

According to Equation 3.1, the time-dependent wave function is

ψ(t) = eiθ(t)ψ0

ψ(t) = e−i(E0+∆)teiβ cosωteiγ sin 2ωtψ0

(3.7)

where β =
αFdcFrf cosϕ

ω
, ϕ is the angle between F⃗rf and F⃗dc, γ =

αF 2
rf

8ω
, and the

time-averaged Stark shift is

∆ = −1

2
αFdc

2 − 1

4
αFrf

2 (3.8)

If we use the Jacobi-Anger expansion

eiβ cosωt =
∞∑
−∞

inJn(β)einωt (3.9)
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eiγ sinωt =
∞∑
−∞

Jn(γ)einωt (3.10)

where Jn(x) is a Bessel function of the first kind of order n, then the wave function

becomes,

ψ(t) = e−i(E0+∆)t(
∞∑
−∞

inJn(β)einωt)(
∞∑
−∞

Jm(γ)ei2mωt)ψ0 (3.11)

In general, ψ(t) is a superposition of an infinite number of eigenstates all having

the same spatial wavefunction, equally spaced eigenenergies separated by the RF

frequency ω, and amplitudes depending on the static and RF field amplitudes through

β and γ. The eigenstates form a spectral comb with energies Ej = E0 +∆ + jω for

integer values of j, with −∞ ≤ j ≤ ∞. The central eigenstate, corresponding to

j=0, has an energy equal to the field free energy plus the time-averaged Stark shift.

This primary or “main” Stark eigenstate is flanked by “sidebands” of order j. For

relatively weak fields with β, γ < 1 the sideband amplitudes decrease rapidly with

increasing |j|.

For Fdc = 0 or F⃗dc ⊥ F⃗rf (i.e. for β = 0), only the even-order sideband states have

non-zero amplitude. However, for γ ≪ 1 (i.e. in a weak RF field for which the AC

Stark shift is much less than the RF photon energy) these amplitudes are extremely

small. The addition of a static reference field Fdc that is parallel to the RF field results

in the creation of odd order sidebands that can have substantially larger amplitudes if

β ≫ γ. The enhancement of the sideband amplitudes, through the non-linear mixing

within the detection atoms of a large reference field with a weak RF field, is the basis

for the enhanced sensitivity of our non-resonant electrometer.

In the strong reference and weak RF field regime, there are three non-negligible

absorption dips in the measured EIT spectrum: the central one is due to the primary



58

or “main” Stark state, flanked by the +/- first order sidebands at relative frequencies

of ±ω, respectively. In the actual measurements, a fourth absorption dip appears

at (or near) the zero-field resonance since the metal plates that create the fields

within the cell do not extend to the entrance windows of the cell. Hence, a non-

negligible fraction of the atoms do not experience the external electric fields. The

presence of this “zero-field” dip serves as a convenient frequency reference for each

EIT measurement. Fig. 3.3 illustrates the primary features in an EIT scan, plotted

as transmission rather than absorption. In this case, the Rydberg resonances appear

as peaks rather than dips. This terminology will be used for the remainder of this

dissertation, i.e. it is assumed that the EIT spectrum is probe laser transmission vs

coupling laser frequency.

Figure 3.3: Depiction of an EIT spectrum obtained when the detection atoms are
exposed to a strong DC reference and a weak RF field. For convenience we plot
transmission rather than absorption.

We use the sideband separation in the presence of known static and RF fields to

accurately calibrate the frequency axis for the EIT scans. The separation d between

the plates in the cell can then be determined using the known applied DC voltage Vdc,

the frequency splitting |∆| = 1
2
α(
Vdc
d
)2 between the zero field peak and the main Stark

peak obtained from an EIT scan with no reference, and the Rydberg polarizability
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α, which can be calculated with high-accuracy. The measured value of d is then used

to convert measured voltage to applied field for all subsequent measurements in the

cell. Alternatively, if d has been accurately measured, α can be determined from the

experimental values of Vdc and |∆|, rather than calculations.

3.1.1 Determining the RF field from sideband amplitudes

The amplitude a0 of the primary Stark state, j = n + 2m = 0, is given by a sum of

products of Bessel functions

(
∑

inJn(β))(
∑

Jm(γ)) =
∞∑
−∞

Jm(γ)J−2m(β)i
−2m

= J0(γ)J0(β) + J1(γ)J−2(β) + J−1(γ)J2(β) + ....

= J0(γ)J0(β) + 2J1(γ)J2(β) + ....

(3.12)

For the positive first order sideband with j = n + 2m = 1, the amplitude a1 of the

sideband state is

(
∑

inJn(β))(
∑

Jm(γ)) =
∞∑
−∞

Jm(γ)J1−2m(β)i
1−2m

= iJ0(γ)J1(β) + i−1J1(γ)J−1(β) + i3J−1(γ)J−3(β) + ....

= i(J0(γ)J1(β) + J1(γ)J1(β) + J1(γ)J3(β) + ....)

(3.13)
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For the negative first order sideband with j = n + 2m = −1, the amplitude a−1 of

the sideband state is

(
∑

inJn(β))(
∑

Jm(γ)) =
∞∑
−∞

Jm(γ)J−1−2m(β)i
−1−2m

= i−1J0(γ)J−1(β) + iJ−1(γ)J1(β) + i−3J1(γ)J−3(β) + ....

= −i(J0(γ)J1(β)− J1(γ)J1(β)− J1(γ)J3(β)− ....)

(3.14)

The amplitudes of the higher order sideband states can be calculated in an analogous

fashion.

As described in Chapter 2, when scanning the coupling laser (at sufficiently low power)

over an excited state to Rydberg resonance in an EIT measurement, the magnitude

of the observed transmission peak is proportional to the square of the excited state to

Rydberg transition dipole moment. In the presence of an external RF field (with or

without a static field reference), peaks are observed at the primary Stark resonance

and the associated sidebands. Since all of the states in the spectral comb share the

same spatial wavefunction, the relative magnitudes of the various absorption dips are

determined solely by the probability weighting Aj = |aj|2 of the constituent states in

the dressed Rydberg wavefunction.

Specifically, the amplitudes of the transmission peaks associated with the j = ±1

sidebands are
A1 = |a1|2 = (

∞∑
−∞

Jm(γ)J−1−2m(β)i
−1−2m)2

A−1 = |a−1|2 = (
∞∑
−∞

Jm(γ)J1−2m(β)i
1−2m)2

(3.15)



61

and the average amplitude of those two transmission sidebands is

Aω =
1

2
(A1 + A−1)

=
1

2
(

∞∑
−∞

Jm(γ)J−1−2m(β)i
−1−2m)2 + (

∞∑
−∞

Jm(γ)J1−2m(β)i
1−2m)2)

=
1

2
((J0(γ)J1(β) + J1(γ)J1(β) + J1(γ)J3(β) + ....)2

+ (J0(γ)J1(β)− J1(γ)J1(β)− J1(γ)J3(β)− ....)2)

= (J0(γ)J1(β))2 + (J1(γ)J1(β))2 + (J1(γ)J3(β))2....

(3.16)

with the amplitude of the transmission peak due to the primary Stark state,

A0 = |a0|2 = (
∞∑
−∞

Jm(γ)J−2m(β)i
−2m)2

= (J0(γ)J0(β))2 + ....

(3.17)

Cross terms proportional to J0(γ) that appear in A1,−1 cancel in Aω. As discussed

in more detail below, this allows for an accurate determination of the amplitude of a

small RF field by comparing the EIT measurements to calculations that use only a

small number of terms in the series expansion for the sideband amplitudes.

Although it is not necessary for a full determination of the fields, for small Frf ,

i.e. γ ≪ 1 the expressions for |aj|2 for the primary Stark state and the sidebands

can be greatly simplified while still retaining high accuracy. For example, in the

approximation γ = 0, all terms involving Jj(γ) with |j| > 0 are zero, and J0(γ) = 1.

Accordingly,
A0 ≃ (J0(β))2

Aω = A−1 = A+1 ≃ (J1(β))2
(3.18)
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In practice, assuming γ = 0 is an excellent approximation if no second or higher order

sidebands are visible in the EIT spectrum. That said, it is important to understand

the accuracy of that approximation, as well as errors introduced by truncating the

series expansions (Eqs. 3.14-3.17) for the main Stark peak and sideband amplitudes

for γ ̸= 0. Below we present the results of numerical calculations carrying out the

relevant summations to different orders, m, to illustrate how the amplitudes of various

spectral peaks are affected by truncation of the sum and the approximation γ = 0 as

a function of γ and β.

Unless otherwise indicated, for the calculations shown in Figs. 3.4-3.7, the frequency

of the RF field is 60 MHz, Fdc = 14.7V/cm, and F⃗dc ∥ F⃗rf . The polarizability of the

32s state of Rubidium, α = 2.19MHz/(V/cm)2 is used to compute β and γ. All of

the calculations are normalized so that A0 = 1 for Frf = 0, which ensures that the

sum of the amplitudes of all peaks is 1 for any value of Frf .
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Figure 3.4: Main peak amplitude A0 vs RF field and β. The red line shows the peak
amplitude obtained from Eq. 3.17, including terms with 0 ≤ |m| ≤ 100000 in the sum
(effectively exact). The green line shows the result if only the leading order terms (
0 ≤ |m| ≤ 2) are included. The black line shows the peak amplitude under the very
weak RF field approximation, γ = 0 from Eq. 3.18. With increasing RF field, the
Stark peak amplitude decreases as the sidebands increase in amplitude. The location
of the first zero in A0 serves to define the maximum RF field for which the γ = 0
approximation remains highly accurate, with A0 ≃ J0 = 0 for β = 2.40.
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Figure 3.5: Main peak amplitude error, defined as the difference in the values of A0

computed under various approximations from the “exact” expression using mmax =
100000 in the Bessel function expansion, vs β and Frf . The green line shows the error
if only the leading order terms (0 ≤ |m| ≤ 2) are included. The blue line shows the
error for 0 ≤ |m| ≤ 1). The black line shows the error of the peak amplitude under
the weak RF field approximation, γ = 0 (from Eq. 3.18). The main peak amplitude
error is smaller than 1% for β ≤ 2.40.
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Figure 3.6: Main peak amplitude error, defined as the difference in the values of A0

computed assuming γ = 0 and the ”exact” expression using mmax = 100000 in the
Bessel function expansion, vs Frf for different DC fields: blue (Fdc = 4.90 V/cm), red
(Fdc = 9.80 V/cm), black (Fdc = 14.70 V/cm), and green (Fdc = 19.60 V/cm). For
β ≤ 2.40, the γ = 0 approximation results in an error of less than 1%. The largest
errors are found near β ≃ 2.4, i.e. forFrf =

2.40ω

αFdc

. For reference, the value of γ vs Frf

(right hand scale) is also shown. The value of γ for which the γ = 0 approximation
holds increases with decreasing static field.
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As shown in Figs. 3.5 and 3.6, for β < 2.4, the γ = 0 approximation holds with an

error ≪ 1% when β < 2.40. The limiting RF field in this situation is Frf =
2.40ω

αFdc

.

The largest negligible γ =
αFdcFrf

8ω
=

0.72ω

αF 2
dc

is determined by the RF field frequency,

the state polarizability and the DC reference field.

Figure 3.7: Value of γ above which the error in the γ = 0 approximation exceeds
1% vs Fdc for an RF frequency of 60MHz. Cutoff γ values for the 1st and 2nd order
sidebands (blue and orange, respectively) are larger than those for A0 (green), due to
the larger β values at the higher order sideband zeros.

Similarly, the limits of the γ = 0 approximation can be derived for the EIT sidebands

in Fig. 3.7.
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Figure 3.8: Normalized first order sideband amplitudes A±1 and Aω vs β and RF
field. The A1 and A−1 curves are obtained from equation (3.15), and are plotted
for two different values of the maximum index |mmax| included in the sum. The
calculated peak amplitudes with |mmax| = 100000 are overlapped with those obtained
for |mmax| = 2. The average sideband amplitude Aω, calculated from Eq. 3.16 is in
excellent agreement with the value from Eq. 3.18, which assumes γ = 0. Note that
A1 = A−1 for γ = 0, so this approximation clearly breaks down for Frf > 1.5 V/cm.
However, as noted earlier in this section, due to the cancellation of leading order
cross-terms, γ = 0 remains a good approximation for Aω out to significantly larger
RF fields.
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The error of the γ = 0 approximation for the first order sideband amplitudes A1,−1

and their average Aω is shown in Fig. 3.9. For γ = 0, A1,−1 = Aω = (J1(β))2. The

first zero of J1(β) (for positive β) appears at β = 3.83.

Figure 3.9: Error in average first order sideband amplitude Aω vs β and RF field. The
normalized Aω for mmax ≤ 100000 is assumed to be“exact.” The black dots show the
error for mmax = 2 and the green dots show the error mmax = 1. The red dots show
the error for γ = 0, from Eq. 3.18. The average sideband amplitude error for γ = 0 is
less than 0.1% when β ≤ 2.40 (at the first zero in A0 where the γ = 0 approximation
fails for A0), and smaller than 1% for β ≈ 3.40, 2% for β ≈ 3.60(where Aω approaches
zero).
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Figure 3.10: Calculated ratio A−1/A1 vs β and RF field, for |mmax| = 100000
and |mmax|=1. For γ = 0 (red line), the ratio is equal to 1 for all Frf . For this
range of β, the difference between A−1 and A1 is mainly due to the first cross term
J1(β)J1(γ), as shown by the good agreement between the blue dotted (mmax=1) and
black (mmax=100000) lines.

To determine the RF field from the EIT spectrum and the known value of Fdc, we

compare the measured value of Aω/A0 to the analytic expression for that ratio in

terms of β and γ,

Aω

A0

=
(J0(γ)J1(β))2 + (J1(γ)J1(β))2 + ...

(J0(γ)J0(β))2 + ...
(3.19)
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Figure 3.11: Calculated ratio of the average first order sideband to main Stark peak
amplitudes vs β and RF field. The green, red, and brown curves are calculated using
|mmax| = 100000. The black line (overlapped with the green line) is calculated for
γ=0, demonstrating the accuracy of that approximation (less than 1% error) for Frf

< 5.1 V/cm (i.e. β < 2.7, not including β ≈ 2.4 where A0 approaches zero.)

For relatively weak RF fields (β ≤ 2.40) (as shown in Figs. 3.5 and 3.6), we can

use the γ = 0 approximation and obtain accurate values for Frf from the simpler

approximate expression
Aω

A0

∼=
J1(β)2

J0(β)2
(3.20)

Hence, the ratios of the various transmission peaks in the EIT spectrum give direct

access to the applied fields.



71

For very small β, a power series expansion of the the Bessel functions can be used to

obtain analytic expressions for β and Frf in terms of Aω/A0. Specifically, inserting

the expansion

Jv(β) =
∞∑
k=0

(−1)k(β/2)v+2k

k!(v + k)!
(3.21)

into Eq. 3.20,

√
Aω

A0

∼=
J1(β)
J0(β)

∼=
β/2− β3/16 + ...

1− β2/4 + β4/64 + ...
∼=
β

2
+
β3

16
− 3β5

128
+O

(
β7

)
(3.22)

Accordingly, we can numerically solve for β =
αFdcFrf

ω
from the the full Bessel

expansion (Eq. 3.19) or from the γ = 0 approximation (Eq. 3.20), or analytically

using Eq. 3.22. If β sufficiently small so that terms of order β3 and higher can be

ignored compared to β, we obtain the simple expression

Frf =
ω

αFdc

β =
2ω

αFdc

√
Aω

A0

(3.23)

Figure 3.12 shows how different approximations affect the results.
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Figure 3.12: Comparison of RF fields measured via a high impedance probe and via
EIT using different levels of approximation for the peak amplitude ratios in terms of
β (see Eq. 3.22). The Rb 25s state is used for detection (rather than 32s) due to
its smaller polarizability, α = 0.372 MHz/(V/cm)2 and larger detectable Frf range.
The DC reference is Fdc = 29.4V/cm. The blue dots (including terms proportional
to β) clearly curves up while the red dots (terms up to β3) curves down. The crosses
(terms up to β5) curves up again. The green dots (from J1/J0) show the expected
linear relationship between the EIT and probe measurements. For lowest data point
β = 0.42, the error resulting from keeping terms linear in β only is 2.2% relative to
the full Bessel function solution.

For very weak RF fields (β ≤ 0.2), the value for Frf as determined directly from

the simple expression in Equation (3.23) is within 1% of that determined numerically

from the Bessel function expression J1(β)/J0(β).

Fig. 3.4 shows that with increasing Frf , A0 decreases from 1 and falls to zero at an

RF field strength corresponding to β ≈ 2.40. As shown in Figs. 3.5 and 3.6, the error

in the γ = 0 approximation is particularly large near this zero. Rather than resort

to a numerical solution of the full Bessel function expansion, one can determine Frf



73

using ratios of sideband peaks of higher orders, for which the γ = 0 approximation

is still valid. For example, near the first zero in A0 there are ±2ω sideband peaks

with significant amplitude, and the field amplitude can be readily extracted from the

EIT spectrum using the ratio A2ω/Aω, where A2ω is the average amplitude of the two

second order sidebands, A±2.

Figure 3.13: Calculated ratio of the average 2ω to ω sideband amplitudes vs RF field.
The blue line is calculated using mmax = 100000. The red line (overlapped with the
blue line) is calculated assuming γ = 0. The difference between the two lines becomes
larger than 1% when Frf ≥ 5.85 (i.e. β ≥ 3.13) due to the zero in Aω.

As shown in Fig. 3.13, in the range β ≥ 2.40 (main peak amplitude close to zero) and

β ≤ 3.13 ( first sideband peak amplitude close to zero), we can utilize the amplitude

ratio between the average ±2ω sideband and the average ±ω sideband to solve for

RF field.
A2ω

Aω

=
J2(β)2

J1(β)2
(3.24)
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This expression, or analogous ones for higher order sidebands, can be used determine

RF fields which are too large to be simply extracted from the amplitude ratio of the

first order sidebands and the main Stark peak, but yet too small to be measured

directly from the average Stark shift, ∆, within the EIT linewidth.

As alluded to above, higher order sidebands that appear in the spectrum can be used

to measure larger RF fields. If sidebands up to order j + 1 are visible in the EIT

spectrum, then we can approximate

A(j+1)ω

Ajω

=
Jj+1(β)

2

Jj(β)2
(3.25)

to determine Frf within the γ = 0 approximation.

As noted previously, while making the γ = 0 approximation makes the relevant

expressions relating Frf to the EIT peak amplitudes particularly simple, it is always

straightforward to numerically solve Eq. 3.19 (or analogous expressions for higher

order sideband ratios), setting mmax ≥ 2 for high accuracy. This can be readily

accomplished with MATLAB or Mathematica.

3.1.2 RF field with Zero DC field

For measuring moderately strong RF fields, a DC reference field is not necessary.

When Fdc = 0, only even-order sideband states have non-zero amplitude. In this case

the eigenstate in Eq. 3.11 simplifies to

ψ(t) = e−i(E0−αFrf
2/4)

∑
Jn(γ)ei2nωtψ0 (3.26)

In the moderately strong to strong RF field range, there can be several non-negligible
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peaks in the EIT transmission spectrum: the center one is due to the primary or

“main” Stark state, flanked by sidebands at relative frequencies of ±2nω, along with

the “zero-field” peak.

Figure 3.14: Characteristic EIT spectrum for a moderately strong RF field alone.
For larger RF fields, additional sidebands at integer multiples of ±2ω would also be
observed.

Fig. 3.14 illustrates the primary features in an EIT scan, plotted as transmission

rather than absorption. Sufficiently strong RF fields can be measured directly from

the known polarizability α and the frequency separation ∆ = −αFrf
2/4 between the

main Stark peak and the zero field peak in the EIT spectrum,

Frf =

√
4|∆|
α

(3.27)

Alternatively, if the widths of the EIT peaks are too broad to accurately determine

the Stark shift, Frf can be extracted from spectral peak amplitude ratios, analogous

to the approach used with the static reference. For this, one can use expressions for

the amplitudes of the primary Stark state and sidebands in terms of Bessel functions
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of argument γ,
A0 = (J0(γ))2

A2ω = A−2ω = (J1(γ))2
(3.28)

Frf can then be determined from γ =
αF 2

rf

8ω
and the value of γ that solves the

amplitude ratio,

A2ω/A0 = (J1(γ))2/(J0(γ))2 (3.29)

for the measured EIT peak amplitudes A2ω and A0.
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3.2 RF field determination with an RF reference

A known RF field F1 can be used as an alternative to the static reference to detect a

small signal RF field F2. For this case, the applied electric field is: F⃗ (t) = F⃗1 sinω1t+

F⃗2 sinω2t. In the adiabatic limit, the Stark shift in such a field is

∆E = −1

2
α(F⃗1 sinω1t+ F⃗2 sinω2t)

2

= −1

2
α(F 2

1 sin2 ω1t+ F 2
2 sin2 ω2t+ 2F⃗1 · F⃗2 sinω1t sinω2t)

= −1

4
α[(F 2

1 + F 2
2 )− F 2

1 cos 2ω1t− F 2
2 cos 2ω2t+

2F⃗1 · F⃗2(cos (ω1 − ω2)t− cos (ω1 + ω2)t)]

(3.30)

The wave function can be written as,

ψ(t) = eiθ(t)ψ0

θ(t) = −
∫ t

0

(E0 +∆E)dt′

ψ(t) = e−i(E0+∆)te−iβ− sin (ω1−ω2)t

· eiβ+ sin (ω1+ω2)teiγ1 sin 2ω1teiγ2 sin 2ω2tψ0

(3.31)

where β± =
αF⃗1 · F⃗2

2(ω1 ± ω2)
, γ1,2 =

αF 2
1,2

8ω1,2

and ∆ = −1

4
αF1

2 − 1

4
αF2

2.

For strong reference and weak signal fields F1 ≫ F2, γ1 ≫ γ2, and the wave function

can be simplified by setting γ2 = 0,

ψ(t) = e−i(E0+∆)teiβ− sin (ω1−ω2)teiβ+ sin (ω1+ω2)teiγ1 sin 2ω1tψ0

= e−i(E0+∆)t(
∑

Jn(β−)ein(ω1−ω2)t)(
∑

Jk(β+)eik(ω1+ω2)t)(
∑

Jm(γ1)eim2ω1t)ψ0

(3.32)
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We will assume that we are working in the weak signal field regime for the remainder

of this analysis.

The form of the wavefunction in Eq. 3.32 results in multiple peaks in the measured

EIT spectrum. If the reference field is not very strong the prominent features in the

EIT spectrum will be the main Stark shifted peak, a pair of “difference frequency”

sidebands split from the main peak by δ = |ω1 − ω2|, pair of “sum frequency” side-

bands split by σ = (ω1+ω2) away from the main peak, and pair of “second harmonic”

sidebands split by 2ω1 about the main peak. All of these features are the result of

non-linear mixing of the applied fields within the Rydberg atoms, due to the 2nd

order Stark shift.

Figure 3.15: Depiction of the EIT transmission spectrum when the detection atoms
are exposed to moderately strong RF reference and weak RF signal fields.

The main peak amplitude and average first order sideband amplitudes at the various

frequencies can be calculated using an approach completely analogous to that used
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for the DC reference case,

A0 = (J0(γ1)(J0(β−)(J0(β+))2 + ...

A2ω = (J1(γ1)(J0(β−)(J0(β+))2 + ...

Aδ = (J0(γ1)(J1(β−)(J0(β+))2 + ...

Aσ = (J0(γ1)(J0(β−)(J1(β+))2 + ...

(3.33)

With appropriate selection of the reference field frequency, ω1 ≃ ω2, so that the sum

frequency σ = (ω1 + ω2) is much greater than the difference frequency δ = |ω1 − ω2|.

In this case, β− ≫ β+ and the amplitude of the difference frequency sidebands will be

much larger than the sum frequency sideband. Indeed, with proper choice of the F1

and ω1, we can approximate β+ = 0 (similar to the γ = 0 approximation for the static

field reference). This greatly simplifies the expressions for the amplitudes of the main

Stark peak and difference frequency sidebands, while retaining high accuracy

A0 = (J0(γ1)(J0(β−))2 + ...

Aδ = (J0(γ1)(J1(β−))2 + (J1(γ1)(J1(β−))2 + ...

(3.34)

As in the static reference case, cross terms proportional to Jn(γ1) cancel in the av-

erage amplitude of the difference frequency sidebands. So, the ratio of the average

amplitude of the difference frequency sidebands to the main Stark peak amplitude

depends on β− only,

Aδ

A0

=
(J0(γ1)(J1(β−))2 + ...

(J0(γ1)(J0(β−))2 + ...
∼=

J1(β−)2

J0(β−)2
(3.35)

Accordingly, the signal field amplitude F2 can be directly computed from that ratio.
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In the extreme weak signal field limit (β− ≤ 0.2), we can expand the Bessel function

expressions using Eq. 3.21 to obtain

√
Aδ

A0

∼=
J1(β−)
J0(β−)

∼=
β−/2− β3

−/16 + ...

1− β2
−/4 + β4

−/64 + ...
∼=
β−
2

+
β3
−

16
−

3β5
−

128
+O

(
β7
−
)

(3.36)

The component of the signal RF field F⃗2 that is parallel to F⃗1 can then be calculated

as,

F2,∥ =
2δ

αF1

β− =
4δ

αF1

√
Aδ

A0

(3.37)

Note that F1 can be independently measured from the EIT spectrum using the Stark

shift when F2 is not in present, or is negligibly small (see Eq. 3.27).
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Chapter 4

Experimental results

In this Chapter, we describe the details of our experimental approach and present data

demonstrating the effectiveness of the self-calibrating broadband Rydberg electrom-

eter. Our initial measurements utilized standard EIT spectroscopy and continuous

wave (cw) lasers. The non-linearity in the amplitude of the EIT transmission peaks

as a function of coupling laser intensity, even at low intensities, led to our devel-

opment of a pulsed approach that both alleviated the non-linearity and enhanced

our field sensitivity through lock-in detection. The details of the pulsed EIT scheme

are described along with other approaches utilizing strong low-frequency AC and RF

reference fields that, in principle, eliminate the need for field plates within the mea-

surement cell, and substantially reduce the required scan range of the coupling laser

frequency for measurements of higher frequency fields. Use of an RF reference can

also significantly enhance the detection sensitivity for RF frequencies much greater

than the spectral width of the EIT transmission peaks.
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4.1 Continuous laser EIT spectrum

We begin the discussion of our Rydberg EIT measurements, and testing of the elec-

trometer scheme, with a description of our initial approach which used cw probe and

coupling lasers and a static reference field in combination with a weak RF signal field.

We first confirmed that, η, the square root of the ratio of the measured amplitudes of

the lowest order EIT sidebands to the primary Stark peak was proportional to the RF

field in the Rb cell, Frf . However, we found that the non-linearity of the amplitude

of the primary Stark peak with increasing coupling laser power (Pc) resulted in an

intensity-dependent constant of proportionality between η and Frf . That intensity

dependence was eliminated through the use of sufficiently short coupling laser pulses

in the following section.

4.1.1 Experiment Setup

Fig. 4.1 shows a schematic of the experimental apparatus for an EIT-based Ryd-

berg electrometer employing cw laser beams. In the figure, the upper Rb cell enables

saturated absorption locking of the 780 nm probe laser frequency. The EIT measure-

ments are performed in the lower Rb cell which contains parallel metal plates for the

creation of uniform static and/or RF fields. In principle, since the applied fields have

a negligible effect on the Rb 5s and 5p states, both the saturated absorption and EIT

measurements could be made in the EIT cell to reduce the footprint of the apparatus.
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Figure 4.1: Schematic of the experimental apparatus for an EIT-based Rydberg elec-
trometer employing cw laser beams. The upper Rubidium cell is used for saturated
absorption locking of the 780nm laser frequency. The EIT spectroscopy is performed
in the lower Rb cell, with counter-propagating probe and coupling laser beams inter-
acting with Rb atoms between two parallel field plates.

4.1.2 DC and RF mixing field spectrum

Fig. 4.2 shows two EIT spectra used to detect weak RF fields in the presence of an

additional known static reference field. As the coupling laser frequency is scanned

changes in the absorption of the probe laser are measured using a balanced photo-

diode detector. The probe laser Rabi frequency is 1.1MHz and the coupling laser Rabi

frequency is 4.2MHz (details shown in Appendix A.2). The red spectrum clearly shows

the primary features illustrated in Fig. 3.1, for the detection of a weak RF field in
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the presence of a strong DC reference. The largest dip, centered at 0MHz is due to

the primary Stark resonance. As described in the previous chapter, the amplitudes

of the two small sidebands flanking the Stark dip at ±90MHz, in combination with

the main Stark dip, reveal the spectral amplitude of the RF field. The blue trace

is obtained with the same DC reference but with a dual frequency RF signal field

(50MHz + 90MHz). The spectral amplitude of the field can again be determined

directly from the ratio of the amplitudes of the sidebands to the primary Stark dip.

Figure 4.2: EIT spectra in the presence of RF signal and DC reference fields. The
traces shown here are the average of 250 coupling laser frequency scans which are
collected at a sweep rate of approximately 10 Hz for two different signal RF fields.
The DC reference field is 14.7V/cm. The coupling laser detuning is calibrated using
the “frequency ruler”, described in the next section. The asymmetric broadening of
the lineshapes is attributed to inhomogeneities in the DC reference field, particularly
near the edges of the field plates.
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4.1.3 Plate separation measurement

The separation d between the two field plates within the detection cell is needed to

determine the reference field in the cell from the known applied voltage. For our cell,

d is roughly measured to be ≈ 0.5cm using a standard ruler, but a more precise value

is needed. Since the metal plates within the cell are not accessible for direct caliper

measurement, we use the calculated polarizability of the 32s Rydberg state with Eq.

1.3 and Fig. 1.2 to determine d from the measured DC stark shift and applied DC

voltage.

To get an accurate value for the DC Stark shift ∆ from the spectrum, the rate and

range of the coupling laser frequency scan is needed. By observing the Fabry-Perot

Interferometer (FPI) signal shown in Fig. 2.14 as the laser frequency is scanned, and

comparing the change in location of the FPI transmission signal with its free spectral

range, we obtain a rough estimate of how the TA/SHG-pro ECDL frequency changes.

However, this is not sufficiently accurate for the required Stark shift measurement.

Instead, we use the sidebands produced by known RF signal fields as a “frequency

ruler” to determine the frequency change of the coupling laser as a function of Time

during a frequency scan.

A typical Time to frequency calibration scan is shown in Fig. 4.3. Here the scanning

Time for different sidebands on the EIT spectrum (with a known DC reference) is

plotted vs RF field frequency. The Rubidium atoms are excited to 32s state and a

6.5V DC voltage is applied to the metal plates. The sweep Time vs the RF frequency

can be well-fit to a linear equation that can be utilized as the “frequency ruler” to

accurately determine the shift, ∆ of the primary Stark peak.
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Figure 4.3: Sweep time vs RF sideband frequency. The solid curve is a linear fit to
the data points. No sideband measurements near 0MHz and 200MHz are included,
due overlap of the sidebands with the zero field and primary Stark shift peak.

The time interval between appearance of the primary Stark shifted peak and the zero

field peak during a frequency scan can be directly converted to a frequency interval

to obtain ∆ using this “frequency ruler”. Then, using the equation Fdc =

√
2|∆|
α

,

we can extract Fdc from the measured Stark shift and combine it with the measured

value of the voltage Vdc applied across the plates to obtain the plate distance, d.

As noted previously, the polarizability of the Rydberg state α, introduced in the

Chapter 1.2.1, has a slight field dependence. So to get the most accurate value of

Fdc, the value of α must be adjusted according to the measured Stark shift ∆. From

the calculated shift data in the Stark map, we can derive the polarizability from the
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Eq.1.3 and take the derivative of the field,

α =
1

F

d∆(F )

dF
(4.1)

Therefore, the polarizability α can be plotted as a function of the field or the shift

(Fig. 4.4). By fitting α vs ∆ to a polynomial, we obtain a more accurate polarizability

α for a given Stark shift.

Figure 4.4: The Rb 32s state polarizability α vs the Stark shift ∆. The polarizability
is calculated from Eq. 4.1. The frequency shift is the same as the stark map plot in
Fig. 3.1. The expression in the graph is a polynomial fit.

The plate separation d is determined from measurements of the Stark shift vs applied

voltage for different Rydberg states. Specifically, 1/d is the slope of the best linear

fit to the measured Stark shift vs applied field (Fig. 4.5). The 32s fitting result

gives d = 0.514 ± 0.010cm, and the 25s fitting result gives d = 0.514 ± 0.007cm.

Accordingly,for the remainder of the dissertation chapters, we choose 0.51 ± 0.01cm

as the plate separation for all field calculations.
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Figure 4.5: Plate distance measurement by plotting the stark shift vs the DC voltage
across the metal plates using 85Rb 32s state. (top) Plate distance with positive voltage
and (bottom) Plate distance with negative voltage. Both figures show a great linearity
between the Fdc and Vdc. The slope of the data fit gives the inverse of the plate
separation d. The uncertainty in the field and voltage measurements are smaller than
the plotted symbol size.
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4.1.4 Field measurements for different RF frequencies

As the theory chapter shows, from Eq. 3.23, the magnitude of a weak RF field can

be derived from the measured ratio η of the average first order sideband amplitude

to the main Stark peak amplitude as

Frf =
ω

αFdc

β =
2ω

αFdc

√
Aω

A0

=
2ω

αFdc

η (4.2)

To test the Rydberg electrometer, we compare the values of Frf extracted from EIT

measurements and Eq. 4.2 with those obtained from direct measurements of the

RF voltage applied to the plates, over a range of RF powers and for different RF

frequencies.

Figure 4.6: 60MHz RF field measurement for two different DC reference fields. The
probe laser power is around 1µW and the coupling laser power (Pc) is 50mW. The 32s
state of Rb is used for this measurement. The peak amplitude of the main peak and
sidebands are taken from the average of 250 EIT spectrum traces. The uncertainty
of some measured Fields is smaller than the plotted dot size.
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The direct measurements are made using a high impedance RF probe which has a

linear voltage response but a significant frequency dependence that is sensitive to

the probe connections and cable geometry. Therefore, we expect (and find) a linear

relationship between the EIT field vs probe voltage measurements with a constant of

proportionality that various (significantly) with RF frequency.

Fig. 4.6 shows the linearity between the EIT measured RF field and the RF voltage

on the metal plates measured directly by the high impedance probe for different DC

reference fields. As discussed previously, and illustrated in Fig. 3.1, although larger

static reference fields provide greater RF field sensitivity, there is an upper limit for

the useful reference field amplitude if we are to avoid undesirable mixing between

the state of interest and other states in the Stark manifold. For 32s state of 85Rb

atoms, the maximum field (DC + RF) is under 24V/cm. The maximum field for 25s

is 100V/cm respectively.

Fig. 4.7 shows the expected linearity between the EIT measured RF field vs and

the direct probe measurement of the RF voltage for different RF frequencies. The

different constants of proportionality between the field and voltage measurements are

due to the different response of the electronic probe to the different frequency fields.

Whereas traditional RF electronic probes require frequency-dependent calibration,

the atomic RF electrometer gives the field at the location of the detection atoms,

self-calibrated to the reference field, independent of the RF frequency. In principle,

the EIT measured RF field can be used to calibrate the electronic probe (for a fixed

given probe connections and cable geometries).
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Figure 4.7: 50MHz to 90MHz RF field measurement with a DC reference of 14.7V /cm.
The probe laser power is ∼ 1µW and the continuous-wave coupling laser power (Pc)
is 50mW. The coupling laser is set to excite atoms to the Rb 25s state for larger RF
field detectable range.

4.1.5 Laser power dependence

The non-resonant Rydberg RF field measurement scheme implicitly assumes that

the EIT peak amplitudes are independent of the probe laser intensity and linearly

proportional to the coupling laser intensity. However, Fig. 1.11 shows that the latter

condition is expected to hold true only at sufficiently low coupling laser power (Pc).

For weak RF fields, the Rabi frequencies of the Rydberg sidebands are substantially

smaller than that of the main Stark peak. As a result, the greater saturation of

the Stark peak amplitude with increasing coupling Rabi frequency (Fig. 1.11) will
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result in an overestimate of the RF field (see Eq. 4.2). Therefore, it is necessary

to determine, experimentally, the range of Pc for which the EIT response is linear.

Operationally, larger Pc values (within the linear response regime) are preferred as

they result in larger EIT signals and improved signal to noise for better RF field

sensitivity.

Figure 4.8: 40MHz and 50MHz RF field measurement vs Pc in the lower power regime.
The RF field amplitude from the supply is set to the same value for each frequency
measurement. The probe laser power is held constant at ∼ 1µW.
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Figure 4.9: Measurements of 50, 60 and 70 MHz RF fields vs Pc are shown in figures
a, b and c, respectively. The RF amplitude from the supply is set to the same value
for each frequency measurement. Numbers shown in the legend are the RF fields
measured by the high impedance probe for each data set. Solid lines are fits to the
data. The probe laser power is held constant at ∼ 1µW.
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Figs. 4.8 and 4.9 show the growth in the extracted values for Frf with increasing

coupling laser power. Fig. 4.10 shows that, as predicted, the probe laser power has a

negligible effect on the recovered field value. Figs. 4.8-4.10 all show that, as predicted,

the EIT-based RF field determination increases with increasing Pc. Surprisingly,

however, there is no apparent range of powers for which the field determination is

independent of the Pc. Since the Pc dependence is not necessarily linear (see Fig.

4.10), a field determination by a simple linear extrapolation to Pc=0 is not always a

viable option. Therefore, before the non-resonant EIT scheme can be applied to RF

field measurement, the Pc dependence must be understood and taken into account

during the field measurement, or eliminated. With that goal in mind, the observed

power dependence is explored in more detail in the next section.

Figure 4.10: 50MHz RF field measurement vs Pc for different probe laser powers (see
legend).
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4.1.6 EIT peak amplitude and width vs coupling laser power

The predicted dependence of the Rydberg EIT peak amplitude on coupling transition

Rabi frequency is examined in section 1.4. Fig. 4.11 compares the measured and

predicted amplitudes of the primary Stark peak (in the presence of a weak 50MHz

RF field and a DC reference), as a function of Pc under the experimental conditions.

The only adjustable parameter in the calculation is an overall amplitude scale factor.

The experimental saturation is in reasonable agreement with the simulation.

Figure 4.11: Amplitude of the main Stark peak (blue dots-experiment) compared
with EIT simulation results (black line). The simulation is performed for the same
laser parameters used in the experiments. The only adjustable parameter in the
calculation is an overall amplitude scale factor. The measurements are performed in
the presence of a weak (0.357V/cm) RF field and a 14.7V/cm DC reference. The
uncertainty of the measurement is smaller than the size of dots.
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Figure 4.12: Measured average sideband amplitude (red squares) as a function of Pc

in the presence of a 50MHz, 0.357V/cm RF field and a 14.7V/cm DC reference. The
solid line plotted with the data is the result of a linear fit. The data were taken from
the same EIT spectra used to produce Fig. 4.11. The uncertainty of the measurement
is smaller than the plotted symbol size.

Although the peak amplitude of the primary Stark peak shows a clear saturation

with increasing Pc, the amplitudes of the sidebands do not (see Fig. 4.12). This

is because the sideband transitions have a significantly lower Rabi frequency (by a

factor of J1(β)
J0(β)

for weak RF fields) for a given Pc. The data clearly demonstrate the

linear dependence of the EIT peak amplitude for sufficiently low Rabi frequency.

Due to the saturation of A0, η =
Aω

A0

grows with increasing Pc, leading to the observed

increase in extracted value of Frf shown in Figs. 4.8-4.10.

The EIT peaks also broaden with increasing Pc, in agreement with numerical sim-

ulations (Fig. 1.12). So, one may wonder the EIT peak areas, rather than their

amplitudes, would provide a better measure of the amplitudes of the sideband states
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relative to the primary Stark state and, therefore, the magnitude of the RF field.

However, the widths of the primary Stark peak and sidebands increase at approxi-

mately the same rate, and their ratio remains essentially constant as a function of

the Rabi frequency of the Rydberg transition. As shown in Fig. 4.13, typically, the

main Stark peak width is slightly wider (average around 5%) than the sidebands.

Accordingly, the same results are obtained regardless of whether one uses the peak

amplitudes or areas to extract the RF field.

Figure 4.13: Comparison of the widths of the main Stark peak and lowest order
sidebands in EIT spectra, in the presence of a 50MHz RF field and a DC reference,
as a function of Pc. The RF amplitude is the same for each measurement. The probe
laser power is ∼ 0.5µW. The main Stark peak and sidebands broaden at roughly the
same rate with increasing Pc.

4.1.7 Extrapolation to zero coupling laser power

As shown in Fig. 4.8, for low Pc, the EIT saturation effect leads to essentially linear

growth in the extracted value of Frf with increasing Pc. Given that the EIT satu-
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ration is predicted to be negligible at very low Pc, one might expect that a linear

extrapolation of Frf to Pc = 0 would provide the most accurate value for the RF

field.

To test this approach, we apply an RF field that is sufficiently large that its value can

be accurately determined from the average Stark shift, ∆, with no DC field present

(see Eq. 3.27). We then compare the result from this frequency measurement with

the value obtained from amplitude measurements of the 2ω sidebands and main peak

(see Eq. 3.29) with no DC field present, as a function of Pc.

As expected, Fig. 4.14 shows that the frequency domain measurement is independent

of Pc, while the amplitude measurement varies linearly with Pc. Extrapolating a linear

fit to the amplitude data to Pc = 0, obtains a value for Frf that is only 3% larger

than the value obtained from the frequency measurement, within the uncertainties of

the two measurements.

Unfortunately, since the direct Stark shift measurement can only be made for a strong

RF field, confirmation of the accuracy of the Pc=0 extrapolation cannot be obtained

for weak RF fields (which are our primary interest). Therefore, for smaller RF fields,

we need to find an alternative method for confirming the validity of the Pc=0 extrap-

olation, an approach for identifying an appropriate scaling factor for larger Pc, or a

way to eliminate the saturation effect.
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Figure 4.14: Comparison of two approaches for measuring a strong 50MHz RF field
vs Pc, in the low power regime. The green diamonds show Frf as determined through
direct measurements of the average Stark shift ∆ with no reference field present. The
red crosses show the value of Frf extracted from the 2ω sideband to main Stark peak
amplitude ratio without the presence of a static reference field. The ratio of the two
measurements (blue diamonds) is also plotted to illustrate how the difference between
the two measurement is reduced as Pc decreases. The y-intercept of the best linear
fit to that ratio shows that the Pc=0 extrapolation of the amplitude measurement
agrees with the frequency measurement to within measurement error.

In the next section, we describe the results from a pulsed coupling laser scheme. The

use of sufficiently short laser pulses at a high repetition rate allows us to eliminate

the saturation effect and maintain high signal to noise via lock-in detection. The

measurements indicate that reducing the average coupling laser power alone is not

sufficient for preventing saturation. Sufficiently short and long pulse “on” and “off”

times, respectively, are also required.
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4.2 Rydberg electrometry using pulsed EIT

This section focuses on the implementation of the non-resonant Rydberg electrom-

eter using a pulsed EIT readout. As noted in the previous section, use of a pulsed

coupling laser (with appropriate timing characteristics) eliminates the coupling laser

power dependence of the sideband to main Stark peak amplitude ratio that is used

to determine the RF field. In addition, the pulsed scheme naturally lends itself to

lock-in detection which allows for improved field sensitivity via increased signal to

noise.

After describing the changes in the experimental setup (compared to the cw case), we

show how the extracted RF field values depend on the on:off duty cycle and repetition

frequency of the coupling laser pulse train. We then present measurements demon-

strating the effectiveness of the pulsed Rydberg electrometer for different frequencies

and over a wide range of RF field amplitudes, utilizing different approaches for ex-

tracting Frf in different amplitude regimes. Next, we demonstrate the measurement

of RF fields introduced into the interaction region via free space rather than wire

coupling. Those measurements allowed us to resolve an issue related to the coupling

between RF and DC power supplies in the wired configuration. Finally, we explore

the RF field detection limits of the electrometer for different static reference fields

and Rydberg principal quantum number.

4.2.1 Experimental Setup

A schematic of the pulsed coupling laser setup appears in Fig. 4.15. Like the continu-

ous laser setup, the 780nm probe laser is frequency locked using saturated absorption

spectroscopy. Unlike the previous setup, the 482nm laser passes through an acousto-
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optic modulator (AOM) and then the first order beam diffracted out of of AOM is

focused into the Rubidium cell. The EIT spectrum measurement is performed in the

Rubidium cell with the metal plate inside.

The AOM is pulsed to serve as a fast switch for the coupling laser. A delay generator

sends a periodic square wave which triggers the AOM driver, gating the RF that con-

trols the diffraction from the AOM. As a result, the first order AOM beam, which is

angularly displaced from the zeroth order transmission, is pulsed with the same peri-

odicity as the trigger. The intrinsic frequency shift of the diffracted beam is constant

as the coupling laser frequency is scanned for the EIT measurements, so the relative

positions of the transmission peaks are not affected. The coupling pulse repetition

frequency and duration can be varied by changing the corresponding characteristics

of the trigger signal from the delay generator.
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Figure 4.15: Schematic of the experimental setup for a pulsed coupling laser. The
probe laser setup remains the same as in the cw configuration. Approximately 2µW
of probe light propagates through the cells. The coupling laser first passes through
an acousto-optic modulator (AOM). The zero order output beam is dumped into a
beam block and the first order diffracted beam is directed into the EIT cell. Given
the the AOM efficiency with optimal alignment, up to 50mW of cw laser power
can be directed to the cell. The RF drive for the AOM is triggered by a delay
generator, which controls how long the AOM driver is on/off during each circle. The
lock-in amplifier receives the differential probe transmission signal from the balanced
photodiode detector, along with the time reference signal from delay generator. The
gain and reference phase for the lock-in are optimized for pulse repetition frequency
and duty cycle. The EIT spectrum is obtained from the output of the lock-in, which
is recorded as the coupling laser frequency is scanned.
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4.2.2 Effect of repetition frequency and coupling pulse dura-

tion on RF field measurements

The duty cycle is defined as the ratio of the pulse duration Ton to the period of the

trigger waveform Tperiod.

Duty cycle =
Ton
Tperiod

× 100% (4.3)

Figure 4.16: Schematic of the pulsed coupling laser timing with delay generator and
AOM driver. The delay generator signal can be operated at a repetition frequency
fr = 1/Tperiod from sub-Hz to several MHz. The pulse duration Ton can be varied
from ∼ 100 ns to infinity, allowing for any experimental duty cycle between 0 and 1.
The AOM driver is triggered by the TTL voltage from the delay generator, pulsing
the 60MHz RF drive, and to modulating the coupling laser synchronous with the
trigger.

Given the goal of eliminating the EIT signal saturation that is caused by the strong

coupling laser, it is expected that Ton may need to be significantly less than Tperiod,

resulting in a small experimental duty cycle.

The frequency of the modulation fr = 1/Tperiod can be choose from 0 Hz to several

MHz. As described in more detail below, we find that both that both the “on” and



104

“off” time intervals are important for eliminating the signal saturation.

Figure 4.17: 50MHz RF field measurement vs peak coupling laser power, Pc, for a
pulse repetition frequency fr=1kHz. Data are shown for four different pulse durations,
with measurement duty cycles of 10%, 7.7% 4.4% and 2.2%. Despite the substantially
reduced average coupling laser power, all four data sets give similar results as the cw
coupling laser case. The recovered RF field values increase with Pc, regardless of how
long the coupling laser is on, suggesting that the saturation of the primary Stark
depends on the total laser fluence during a time that is shorter than any of the pulses
included in this data set.
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Figure 4.18: 50MHz RF field measurement vs peak coupling laser power, Pc, for a
pulse repetition frequency fr=40kHz. Data are shown for two different pulse dura-
tions, with measurement duty cycles of 10% and 2%. The solid curves are best linear
fits to the data. The 10% data show extracted RF field values that increase with the
Pc, similar to what is observed for the cw measurements and lower pulsed repetition
frequencies. The best fit to the 2% data shows no evidence of the systematic increase
in the recovered value of Frf with increasing Pc.

We performed measurements of Frf vs Pc with modulation frequencies from 1kHz to

5kHz, and with duty cycles ranging from 1% to 10%. The undesirable variation in

the recovered value of Frf with increasing Pc is eliminated for pulse durations of 500

ns (2% duty cycle) and fr ≤ 40kHz. The use of the same, or smaller, pulse duration

with a lower repetition frequency also gives a result independent of Pc, but has a

reduced signal due to the lower duty cycle for the lock-in amplifier, as shown for the

data collected at fr = 30kHz in Fig. 4.20.
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Figure 4.19: Measurement of main Stark peak amplitude using pulsed EIT with fixed
pulse duration Ton = 500ns and different pulse repetition rates fr vs peak coupling
laser power. The pulsed repetition frequencies for the EIT measurements shown
are 30, 40, 50 and 100kHz, corresponding to duty cycles of 1.5%, 2%, 2.5% and
5%, respectively. The 30kHz and 40kHz results behave roughly as expected for an
unsaturated signal, with larger 40kHz amplitudes due to the higher duty cycle. The
50kHz amplitudes are essentially the same as those for 40kHz. The absence of an
enhancement due to the larger duty cycle suggests some saturation for fr > 40kHz.
Saturation is clear in the 100kHz amplitudes which are considerable smaller than
those at lower fr despite the significantly higher duty-cycle. The uncertainty of the
measurements are smaller than the plotted symbol sizes.

For a 500 ns pulse duration, the fr = 40kHz and 50kHz data in Fig. 4.19 are over-

lapped within their range of uncertainty. However, in the absence of saturation, the

amplitudes at 50kHz should be 10% larger than those at 40kHz, due to the larger

duty cycle. Indeed, the 40kHz amplitudes are larger than those at 30kHz, as expected.

The amplitudes for fr = 100kHz are much lower than the other data sets, clearly ex-

hibiting some saturation affect given the expected 2∼3× greater signal enhancement

expected for the larger duty cycle.
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Apparently, detection using n = 32 atoms require a relaxation time of at least 25µs

and an excitation time of 500 ns for the amplitude of the main Stark peak to increase

in direct proportion to the coupling laser power (as predicted for low Rydberg Rabi

frequencies). Notably, the spontaneous lifetime of the Rb 32s state is 28µs[42], and

the lifetime at room temperature is 19µs due to black body radiation[43]. Choosing

fr ≤ 40kHz, gives sufficient time for relaxation of any 32s Rydberg population created

during the 500 ns coupling laser pulse. In the end, the optimum pulse characteristics

for obtaining the best signal to noise with no observable dependence of Frf on Pc were

found to be fr = 40kHz with a 500 ns pulse duration (i.e. a 2% duty cycle) at n = 32.

Unless otherwise noted, these pulse parameters were used for all of the pulsed EIT

measurements discussed in the remainder of this dissertation. The optimum values of

Ton and Tperiod are expected to be somewhat smaller(larger) for lower(higher) n due

to the 1/n3 dependence of both the Rydberg transition probability and spontaneous

emission rate [5].
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Figure 4.20: Measurement of a 60 MHz RF field using pulsed EIT with 50%, 25%
and 2% duty cycles vs direct measurements using a high impedance probe. The
pulsed repetition frequency for the EIT measurements is 40kHz. All of the EIT
measurements are linearly proportional to the probe measurements. However, due
to the non-negligible saturation effects for the higher duty cycle measurements, the
constants of proportionality differ for the three EIT data sets. However, using data
such as these, EIT measurements made with higher duty cycles can be calibrated to
the 2% duty cycle result. This can be advantageous for weak RF fields, due to the
increase in signal to noise for higher duty cycle measurements.

For extremely weak RF fields, the measurement signal to noise can be improved

by using a higher duty cycle, provided additional calibration experiments have been

performed to link the high and low duty cycle results (see Fig. 4.20). Measurements

obtained using a cw coupling laser can be recalibrated in an analogous way.
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4.2.3 Comparison of non-resonant pulsed EIT-based RF field

measurement approaches

Using appropriate pulse parameters for the coupling laser, the Rydberg electrometer

can be used to accurately measure RF field amplitudes over 3 decades (or more),

employing the different approaches outlined in Chapter 3 for the weak, intermediate,

and strong field regimes, Eqs. 3.20, 3.24 and 3.27, respectively (see Fig. 4.21).

Figure 4.21: Amplitude of a 60MHz RF field measured using the pulsed non-resonant
Rydberg electrometer vs direct measurements using a high impedance voltage probe.
The orange data points are based on measurements of η = Aω/A0, using the Bessel
function expression in Eq. 3.20, which is accurate for β < 2.40. The blue data
points were obtained from measurements of η2 = A2ω/Aω and the Bessel function
expression in Eq. 3.24, which is accurate for β < 3.83. The yellow data points use
the Stark shift formula in Eq. 3.27 to determine the strong RF field directly from the
frequency splitting between the primary Stark peak and the zero field peak with no
DC reference present. The solid lines are fits to the various data sets. The uncertainty
of the measured RF field is smaller than the plotted symbol size. The fitting results
are given in the following table.
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60MHz RF field measurement slope Y-intercept(V/cm)
Between ω sideband to main peak 0.5537 0.1225

Between 2ω sideband to ω sideband 0.5163 0.4481
Stark shift 0.5900 -0.2735

All of three above combined 0.5701 0.0356
Two amplitude ratio measurements combined 0.5501 0.1540

Table 4.1: Fitting results for EIT vs direct probe measurements of 60 MHz RF field.

The three different types of EIT measurements are in good agreement in their region

of overlap. However, there are small but significant differences in the linear fits to the

individual data sets. Since we expect the probe response to be proportional to the

field between the plates (with a constant of proportionality that is independent of the

voltage across the plates), the differences in the slopes and, especially, the non-zero

y-intercepts of the fits indicate that there are unresolved issues affecting either or

both the EIT or probe measurements. As described in detail in a later section, these

differences can be attributed to a coupling between the RF and DC supplies that

depends on both output level of both supplies. These effects are small and tend to

average out in the combined fit to the three data sets as suggested by the very small

y-intercept of that fit.

Despite the small effects associated with the coupling between the supplies, the RF

field amplitudes determined from the EIT measurements are sufficiently accurate to

enable consistency checks of the predicted functional forms of the individual EIT

peak amplitudes. Fig. 4.22 shows excellent agreement between the measured and

calculated (Eq. 4.3) main Stark peak amplitudes vs RF field amplitude.
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Figure 4.22: Normalized main Stark peak amplitude vs RF field. The blue line shows
the calculated peak amplitude from Eq. 4.3 with a maximum sum index, mmax =
100000. The orange dots are the normalized experimental peak amplitudes vs RF
field as determined from the EIT measurements (see Fig. 4.21).
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Fig. 4.23 shows an analogous comparison of the measured and calculated amplitudes

of the first order sidebands. The agreement is very good.

Figure 4.23: Normalized first order sideband amplitudes vs RF field. The blue and
orange lines are the calculated ±1 sideband amplitudes with with a maximum sum
index, mmax = 100000 in Eq. 4.3. The brown line is the calculated average first
order sideband Aω. The blue and orange dots are the normalized experimental peak
amplitudes vs RF field as determined from the EIT measurements (see Fig. 4.21).

Fig. 4.24 shows experimental and calculated ratios of the average amplitudes of the

2ω and ω sidebands, A2ω

Aω

, vs RF field. As a consistency check, for the measurements

shown, the RF fields are derived using two different amplitude ratios. For the blue

data points, the field is extracted from η2 =
A2ω

Aω

, resulting in perfect agreement be-

tween experiment and theory (as required). For the green points, the field is obtained

from the η =
Aω

A0

, and the agreement with theory is still excellent.
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Figure 4.24: Amplitude ratio, A2ω/Aω vs RF field. The black line is the calculated
amplitude ratio in the γ = 0 approximation (Eq. 3.24). The blue dots are the mea-
sured ratio when the RF field has been determined from the experimental amplitude
ratio η2 =

A2ω

Aω

. The green dots are the measured ratio when the RF field has been

determined from the amplitude ratio η =
Aω

A0

.

4.2.4 Pulsed EIT peak widths

As shown in Section 3.2.6, the linewidths of the spectral peaks observed using cw

coupling laser are expected to increase with Pc. For the cw case, the ratio of the

sideband peak to primary Stark peak width is shown to be ≈1, independent of the

Rydberg transition Rabi frequency (Fig. 4.13). The situation is similar for the pulsed

laser setup (40kHz modulation rate and 2% duty cycle), as shown in Fig. 4.25, where

the peak widths are plotted vs RF field amplitude. The ratio of the width of the

peaks varies between 0.955 to 0.98, which results in ∼ 2% change in the RF field
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determination if the peak area is used instead of peak amplitude. This difference is

mainly due to uncertainties in the determination of the peak width for different peak

shapes.

Figure 4.25: Width of the main Stark peak and sidebands vs RF field. The width of
both peaks are found to increase slightly with larger RF field. Rubidium 25s state is
used here to provided larger measurable RF field range. The DC reference voltage is
29.4V/cm.

The width of the EIT peak becomes slightly wider as the RF field increasing as well

shown in the Fig. 4.25. This is likely due to the spatial inhomogeneity of the electric

field between the two plates. With larger field (DC+RF), the slope of the s-state

energy vs field curve increases, as shown in Fig. 1.2, and the range of electric fields

present in the interaction region also increases. Therefore, there are a wider range

of energies for the s-state within the laser sampled volume, resulting in a slightly

broader main peak and sidebands.
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4.2.5 Comparison of non-resonant pulsed EIT-based RF field

measurements for other RF frequencies

Sections 4.2.2-4.2.4 describe and present a range of measurements characterizing and

demonstrating the effectiveness of the pulsed EIT approach for 60MHz fields. Below,

we present analogous measurements for 50, 70, 80, and 90 MHz fields.

Figure 4.26: Comparison of EIT and high impedance probe measurements of 70MHz
RF fields across three amplitude range. The orange squares show data obtained from
the ratio Aω/A0, which is suitable for weak RF fields. The grey triangles show data
obtained using the ratio A2ω/Aω, which is valid for low to intermediate fields. The
blue circles show fields determined from direct frequency measurements of the Stark
shift. The solid lines show linear fits to the three individual data sets. The uncertainty
in the measured RF field is smaller than the plotted symbol size.

Tables summarizing the linear fitting results comparing EIT and probe measurements

for 50, 70, 80, and 90 MHz RF fields appear below.

The EIT measurements which are based on different approaches in the different am-
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50MHz RF field measurement slope Y-intercept(V/cm) fit quality (R2)
Aω/A0 0.8374 -0.0025 0.9990
A2ω/Aω 0.8223 0.0627 0.9983

Stark shift 0.8105 -0.1764 0.9997
Combined 0.7857 0.1345 0.9992

Table 4.2: Linear fitting results for EIT vs probe measurements of 50MHz RF fields.

70MHz RF field measurement slope y-intercept(V/cm) fit quality (R2)
Aω/A0 0.5192 0.1223 0.9985
A2ω/Aω 0.5043 0.3398 0.9993

Stark shift 0.5328 -0.1950 0.9995
Combined 0.5172 0.1122 0.9993

Table 4.3: Linear fitting results for EIT vs probe measurements of 70MHz RF fields.

80MHz RF field measurement slope Y-intercept(V/cm) fit quality (R2)
Aω/A0 0.4652 0.064 0.9993
A2ω/Aω 0.4383 0.4127 0.9992

Stark shift 0.4730 -0.3696 0.9995
Combined 0.4527 0.1173 0.9989

Table 4.4: Linear fitting results for EIT vs probe measurements of 80MHz RF fields.

90MHz RF field measurement slope Y-intercept(V/cm) fit quality (R2)
Aω/A0 0.7330 0.1796 0.9997
A2ω/Aω 0.6962 0.6103 0.9996

Stark shift 0.7861 -0.5334 0.9987
Combined 0.7431 0.0794 0.9983

Table 4.5: Linear fitting results for EIT vs probe measurements of 90MHz RF fields.

plitude regimes give reasonably consistent results for each RF frequency. However,

there is a substantial variation in the relationship of the EIT measurements to those

made by the high-impedance probe. Indeed, the fits indicate that the high impedance

probe has a significant non-monotonic frequency response.

While the EIT measurements are in fair agreement with each other for all frequencies,
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there is a noticeable difference between the fits involving RF fields extracted from

amplitude ratio measurements and those obtained by direct frequency measurements

of Stark shifts. Namely, the Stark shift measurements have a non-negligible negative

y-intercept. This is is likely due to field inhomogeneity near the edges of the field

plates, which leads to asymmetries in the zero field and primary Stark features in the

EIT scans, and tends to slightly reduce the separations between their centers.

In contrast, the fits to the amplitude ratio measurements typically have small positive

y-intercepts. The cause of the small positive y-intercepts for the amplitude ratio

measurements is believed to be the result of the coupling between the RF and DC

power supplies, as supported by the discussion and auxiliary measurements described

below. For all of the measurements, the outputs of the DC and RF power supplies

are connected directly to the field plates. Although a filter capacitor prevents the DC

voltage from entering the RF supply, decoupling the DC supply from the RF is more

difficult. Notably, for the Stark shift measurements, the static voltage is set to zero.

In an attempt to reduce the coupling between the two supplies, several ”noise eater”

ferrite beads were clamped around the cable between the metal plates and the DC

power supply. With the ferrites in place, the y-intercept of the amplitude ratio fits

were noticeably changed while the slope remained the same (within the fit uncer-

tainty).

For example, the y-intercept decreased from 0.1729V/cm to 0.1223V/cm for the

70MHz measurement and from 0.1530V/cm to 0.064V/cm for 80MHz. In addition,

the tables show that the offsets terms in the fits are larger for the data sets taken

at larger RF fields. This suggests that as the RF field is increased, it has a non-

negligible influence on the DC supply, slightly reducing the output voltage. Indeed

direct measurements of the static voltage on the plates indicated that the DC voltage
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varies with the RF field. An accurate determination of the actual static voltage on

the plates will be discussed in the next section 4.3.

4.2.6 RF field measurement with free-space coupling

Of course, it is anticipated that a primary application of non-resonant Rydberg field

detection is the characterization of freely propagating fields, not just those generated

by direct connection of a voltage source to a conductor array.

Accordingly, we have also tested the Rydberg electrometer using a simple antenna as

the source of the field in the Rb cell. The experimental setup is not changed except

that the RF field wires are disconnected and moved a short distance away from the

wires connecting to the plates within the cell. Because the wavelength of the 50-100

MHz RF radiation is much larger than the size of the metal plates and the separation

between them, the RF voltage across the plates (as measured by the high-impedance

probe) is still directly proportional to the field, providing a useful comparison for the

EIT measurements. Moreover, without the direct connection between the RF and DC

power supplies, the effect of the RF on the static reference voltage is substantially

reduced.

Fig. 4.27 shows a comparison of EIT and high impedance probe measurements of

80MHz RF fields introduced into the detection cell via free space coupling from a

simple antenna. Results are presented for different pulsed coupling laser duty cy-

cles. For measurement of very weak fields, the sensitivity can be enhanced using a

higher pulsed laser duty cycle that has a correspondingly higher signal to noise. More

measurements such as those shown in Fig. 4.27 allow for re-calibration of the results

obtained at higher duty cycle.
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Figure 4.27: EIT field measurements vs high impedance probe measurements of the
peak to peak RF voltage on the field plates. The 80MHz field is introduced into the Rb
cell via free space coupling from a simple antenna. Results are presented for different
pulsed coupling laser duty cycles. The RF field is determined from measurements of
η. The solid curves are linear fits to the respective measurements.

The table below gives the results of the fits to the individual data sets shown in Fig.

4.27. Notably, the y-intercepts from the fits are much smaller than those when the

RF supply is connected directly to the field plates, presumably due to the reduced

coupling between the RF and DC supplies. The statistical P-value can be used to

determine the significance of the offset term in the fits. P < 0.05 indicates that the

inclusion of the offset is statistically significant[44]. Significance of the y-intercept

can also be inferred by comparing the magnitude of the offset to its uncertainty.

Fig. 4.28 shows a comparison of the slopes of linear fits to the data in Fig. 4.27, with

and without the constant term. In all cases, the slope values are overlapped within

their range of uncertainty.
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Measurement duty cycle Slope Y-intercept(V/cm) p-Value
2% 0.806±0.029 0.060±0.046 0.019
10% 0.877±0.046 0.041±0.050 0.175
20% 0.933±0.060 -0.016±0.085 0.642
30% 0.933±0.042 0.036±0.060 0.878
40% 0.856±0.051 0.091±0.075 0.022

Table 4.6: Fitting results for comparison of free-spaced coupled 80MHz EIT RF field
measurements to probe measurements of peak to peak voltage on the field plates, as
a function of pulse duty cycle.

Figure 4.28: Comparison of the slopes of linear fits to the data in Fig. 4.27, with and
without the constant term. In all cases, the slope values are overlapped within their
range of uncertainty. Inspection of the P-values in Table 4.6 confirms that larger
P-values correspond to better agreement between the slopes in the two fits.

A small residual coupling of the RF voltage into the DC supply is likely responsible

for any small but statistically significant offsets in the proportionality between the

probe voltage measurements and the EIT field determinations.
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4.2.7 Smallest measurable RF field

Ultimately, the sensitivity of the non-resonant Rydberg RF field measurements are

determined by the probe laser intensity stability, the dynamic range of the lock-in am-

plifier, and lock-in amplifier noise. The dynamic range limitation can be circumvented

to a large degree by measuring the sideband and primary Stark peak amplitudes on

consecutive laser scans using different amplifier input sensitivity settings. The latter

currently determines the smallest fields that can be measured with our current appa-

ratus, dominated by noise from the 40kHz reference in the output. While it should

be possible to improve the sensitivity by several orders of magnitude with a better

lock-in or additional filtering, it is useful to determine the smallest RF field that can

be measured with reasonable accuracy with the current apparatus.

For small fields, we can directly relate the RF field to known and/or measured pa-

rameters,

Frf =
2ω

αFdc

√
Aω

A0

(4.4)

where the polarizability α depends on which Rydberg state we use for detection,

Fdc is the strong DC reference which is restricted to the range of fields for which the

detection state has not merged with the remainder of the Stark manifold, and η =
Aω

A0

is the measured amplitude ratio. As noted above, the smallest measurable value of η

depends on the experimental background noise.

To reduce the background noise, the peak amplitude is taken from the average of 512

traces, requiring a total measurement time of ∼ 60 sec. We estimate that the smallest

usable sideband amplitude must be larger than the background noise. For example,

for background noise of ± 1mV, the smallest detectable sideband has an amplitude of

1mV. As noted above, to increase the dynamic range of the measurement, the main
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peak amplitude can be measured using a different amplification gain setting on the

lock-in amplifier by changing the input sensitivity.

Figure 4.29: Smallest measurable 60MHz RF field vs DC reference voltage across
the field plates for the 32s detection state. Measurements using three different gain
settings on the lock-in amplifier are shown. Larger gains result in main Stark peak
amplitudes corresponding to voltages that are too large for the oscilloscope and/or
the lock-in amplifier. In general, larger DC fields improve the RF field detection
sensitivity. The smallest measurable field with the current setup and the 32s detection
state is 0.056±0.020 V/cm.

Rydberg states with higher principal quantum number can be used to provide a larger

polarizability. At the same time, this limits the maximum DC reference field that

can be used due to Stark manifold mixing. Measurements analogous to those made

with 32s atoms have been made using 35s, 40s, 45s, 50s and 55s states for detection,

with the lock-in amplifier input sensitivity set to “5µV ” which is equivalent to 126dB

at the optimum detection phase.The optimal DC reference field is selected for each

state, expected for 60s state due to the voltage limit too close to zero. The smallest

detectable field was found to be 0.0141±0.0050 V/cm using the 50s state and a DC
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reference field of 2.84V/cm.

Figure 4.30: Smallest detectable RF field vs ns state of Rubidium. The optimal
DC reference fields for the field measurements are found to be: 14.71V/cm for 35S,
8.82V/cm for 40S, 4.98V/cm for 45S, 2.84V/cm for 50V/cm and 0.60V/cm 55S. The
smallest measurable field with the current setup is found to be 0.0141±0.0050 V/cm.
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4.3 RF detection with unknown DC reference

As discussed previously, accurate measurement of strong RF fields in the presence of

a DC reference can be complicated by the coupling of RF power into the DC supply,

resulting in RF field dependent changes in the DC reference. A similar coupling of

RF power into a voltmeter can limit accurate measurement of the reference voltage

applied to field plates. To overcome these issues, we have developed an alternative

approach for measuring a (moderate to strong) RF field without direct knowledge of

the reference DC field amplitude. The experimental setup is identical to that used

for the pulsed EIT RF field measurements described previously.

4.3.1 Theoretical background

The single equation used previously to obtain the RF field from EIT measurements of

the sideband to primary Stark peak amplitude ratio is not sufficient for simultaneously

determining the DC field as well. However, we can use the measurement of the total

Stark shift to obtain additional information on the unknown RF and DC fields. Using

the measured Stark shift and amplitude ratios, we can obtain values for both fields

from a single EIT spectrum from

Aω

A0

=
J1(β)2

J0(β)2

∆ = −1

2
αFdc

2 − 1

4
αFrf

2

(4.5)

where β =
αFdcFrf

ω
.
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4.3.2 Demonstration of simultaneous RF and DC field mea-

surement

To test the approach for simultaneous recovery of both the RF and DC fields we use

an RF frequency of 80MHz and set the DC voltage to 2.50V without any RF field in

present. The frequency separation between the main Stark peak and the zero field

peak ∆, as well as the ratio η between the average sideband peak and main peak

amplitudes, are measured as a function of increasing RF voltage. The DC and RF

voltages on the plate are also directly measured with a high impedance probe.

Figure 4.31: DC voltage across the field plates vs applied RF field. The orange dots
use the combination of the Bessel function expression for the amplitude ratios and
the Stark shift equation to solve for the DC field amplitude. The blue dots are the
direct measurements of the DC voltage across the plates using the probe. The DC
supply output level on the power supply is not changed during the measurements.
The DC voltage is 2.50V for zero RF field. The uncertainty in the direct voltage
measurements is smaller than the plotted symbol size.

Fig. 4.31 clearly shows that the DC voltage on the plate is affected by the RF



126

power supply. The RF field between the plates can be also recovered from the EIT

measurements and plotted vs the RF field based on direct probe measurements of the

voltage across the plates (Fig. 4.32).

Figure 4.32: EIT measured 80 MHz RF field vs field determined from high impedance
probe measurements of RF voltage across the field plates. The orange symbols are the
fields determined from the Bessel function expression for the sideband to main Stark
peak amplitude ratios combined with the measured Stark shift. The blue symbols
use the Bessel function expression for the sideband to main Stark peak amplitude
ratios combined with the DC voltage measurements from the direct probe in the Fig.
4.31. Because the static probe voltage measurements are known to be influenced by
the RF field, the results shown in orange are assumed to be the most accurate.The
fitting result shown with the orange line is FEIT=0.5507Fprobe+0.0684V/cm, but the
P-value for the constant term indicates that it is not statistically significant. The
uncertainty in the measured RF field is smaller than the plotted symbol size.

Analogous measurements are made with the DC voltage set to 3V and an RF fre-

quency of 90MHz (Figs. 4.33 and 4.34). The RF fields determined using Eqs. 4.5

vary linearly with the RF field determined from the probe voltage measurements.

The y-intercepts for both the 80 and 90MHz cases are not statistically significant, as

determined by the P-value from the fits[44].
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Figure 4.33: DC field determined from EIT measurements vs RF field determined
from probe measurements of voltage on the field plates. The yellow dots use the
combination of the Bessel function expression for the amplitude ratios and the Stark
shift equation to solve for the DC field amplitude. The grey dots are the direct
measurements of the DC voltage across the plates using the probe. The DC supply
output level on the power supply is not changed during the measurements. The DC
voltage is 3.00V for zero RF field.
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Figure 4.34: EIT measured 90 MHz RF field vs field determined from high impedance
probe measurements of RF voltage across the field plates. The yellow symbols are the
fields determined from the Bessel function expression for the sideband to main Stark
peak amplitude ratios combined with the measured Stark shift. The blue symbols
use the Bessel function expression for the sideband to main Stark peak amplitude
ratios combined with the DC voltage measurements from the direct probe. Because
the static probe voltage measurements are known to be influenced by the RF field,
the results shown in yellow are assumed to be the most accurate. The fitting result
shown with the yellow line is FEIT=0.7877Fprobe+0.0221V/cm, but the P-value for
the constant term indicates that it is not statistically significant. The uncertainty in
the measured RF field is smaller than the plotted symbol size.

As shown in Figs. 4.31 and 4.33, the DC fields between the plates in both 80MHz

and 90MHz RF field case are affected by the RF supply, decreasing in magnitude

as the RF field increases. Since the RF field also affects the direct probe voltage

measurement, it is assumed that the DC field determined from Eqs. 4.5 (in Figs.

4.32 and 4.34), is a more accurate value for the actual field between the plates as

compared to that derived from the direct probe voltage measurement. If one uses the

measured DC voltage, or the supply voltage at zero RF field, errors in the EIT-based

field determination result in non-negligible y-intercepts in fits of the EIT vs probe

field values, as shown in Section 4.2.
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Figure 4.35: EIT vs direct probe measured 60-90MHz RF fields. All the RF field
amplitudes are calculated without relying on direct measurements of the DC reference
field. Measurements such as these can be used to calibrate the electric RF probe as a
function of frequency. The uncertainty in the measured RF field is smaller than the
plotted symbol size.

Fig. 4.35 shows a plot of EIT vs probe measurements of 60-90 MHz RF fields. All

of measurements do not rely on direct measurements of the static reference field,

but from the combined stark shift ∆ and the peak amplitude ratio η. The slopes

of the linear fits to the 60, 70, 80, and 90MHz data are 0.602±0.013, 0.599±0.028,

0560±0.041 and 0.794±0.021 (all with no significant y-intercept), respectively, pro-

viding an accurate calibration of the frequency response of the electric probe.
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4.4 RF detection with a synchronous AC reference

As described in the Chapter 3, the reference field in the non-resonant electrometer is

not limited to be DC. Depending on the application, RF or low frequency AC fields

can work equally well, or better. In this section, we discuss and provide measurements

testing the use of low frequency AC fields as the reference. In principle, issues related

to the influence of the RF signal field on the DC reference supply might be eliminated

or significantly reduced using a capacitively or inductively coupled AC reference.

4.4.1 Experiment Setup

The experimental setup (Fig. 4.36) is the same as described previously except that

the the DC reference voltage is replaced with a low frequency AC voltage that is

synchronous with the pulse repetition frequency of the coupling laser. The reference

is phase locked to the AOM trigger so that the atoms are exposed to the coupling

laser at the same phase of the reference field on every laser pulse. In order to achieve

this, the 40 kHz oscillator providing the AC reference sine wave and the AOM are

triggered from the same delay generator, which allows the user to control the AC

phase during the EIT measurement.
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Figure 4.36: Schematic of the experimental implementation for the RF electrometer
using an AC reference and pulsed coupling laser experiment. The probe laser con-
figuration remains the same as in the DC reference and cw laser cases. The AOM
driver is controlled by a delay generator, which determines how long the AOM driver
is on/off during each cycle. The AC oscillator is also triggered by the delay generator,
phase-locking the reference AC field with the pulsed coupling laser. The lock-in am-
plifier receives the transmission signal from the balanced photodiode detector along
with the time reference signal from delay generator, and outputs the amplified EIT
signal as the coupling laser frequency is scanned.
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Figure 4.37: Schematic timing of the AC reference field and pulsed coupling laser.
The delay generator frequency is set to 40KHz, with a 2% duty cycle for the coupling
laser. A40 kHz AC field is produced by a waveform generator that is triggered by the
delay generator with a variable time delay Tdelay relative to the coupling laser pulse.

4.4.2 Pulsed laser duty cycle test

We continue to use a 2% duty cycle for the pulsed coupling laser, so the period for

the pulsed laser and AC reference field is 25µs, with a measurement pulse duration of

0.5µs. As the delay time Tdelay between the coupling laser pulse reference field triggers

is varied, so does the phase of the AC reference field during the coupling laser pulse

(see Fig. 4.37). Fig. 4.38 shows the effective reference voltage on the field plates as

a function of Tdelay. The reference voltage is derived from EIT measurements of the

Stark shift ∆ in the absence of any RF field.
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Figure 4.38: Effective reference voltage vs delay time, Tdelay. The reference voltage
is calculated from the measured plate separation and the Stark shift between the
zero field peak and main Stark peak in the EIT spectrum. The uncertainty in the
measured reference voltage is smaller than the plotted symbol size. The orange line
is a 40KHz sine wave fit.

The pulsed coupling laser duty cycle is another factor to consider before using the low

frequency RF field as the reference. It is obvious that the duration of the coupling

laser pulse needs to be short, otherwise the atoms will experience a changing reference

field during the measurement, broadening any EIT peaks that depend on the reference

field. Also, to minimize the rate of change in the reference field, Tdelay should be set

to the peak of the measured reference voltage curve (Fig. 4.38).

Fig. 4.39 shows measurements of the effective reference voltage and of the spectral

width of the main Stark peak in the EIT spectrum as a function of coupling laser

duty cycle. The effective voltage is determined from the measured Stark shift. The

reference trigger delay time is set to give the maximum reference voltage, i.e. at

5.25µs.
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Figure 4.39: Effective reference voltage and main Stark peak width vs coupling laser
duty cycle. The reference voltage is calculated from the Stark shift between the zero
field peak and the main Stark peak in the EIT spectrum. The decrease in the effective
reference voltage, and the increase in the peak width is due to the temporal variation
in the reference field during the measurements with longer laser pulse durations. The
uncertainty in the main peak width is smaller than the plotted symbol size.

The measurements in Fig. 4.39 show that the duty cycle should be kept under 3%, so

that the reference field does not change appreciably during the measurement. These

tests confirm the viability of using synchronous AC rather than DC reference fields

for RF field measurement using pulsed EIT. The RF field measurement with the

synchronous AC reference utilize the same amplitude ratio η through the equations

derived for the the DC reference.
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4.5 RF detection with a strong RF reference

As described in Chapter 3, replacing the DC reference field with a strong RF reference

can also be advantageous for the the measurement of weak RF fields, particularly

those at higher frequencies. First, the RF reference can be introduced into the cell

without the need for field plates. Second, the amplitude of the difference frequency

sidebands resulting from the mixing of the reference and signal RF fields can be

much larger than those appearing at the signal RF frequency for a DC field of the

same amplitude, by a factor of ω2

2δ
, where ω2 is the signal frequency and δ = |ω1 −

ω2| is the difference between the signal and reference frequencies. The reference

frequency can be chosen to make δ as small as possible, limited only by the spectral

widths of the EIT peaks (15 to 20 MHz in our current apparatus). Third, by using

an appropriate reference frequency, the difference frequency sidebands used for the

signal field measurement can fall within 100 MHz or less of the main Stark peak,

dramatically reducing the required scan range of the coupling laser frequency for

large signal frequencies. The detailed theory is presented in section 3.1.2. The signal

field amplitude can be determined using Eq. 3.27 and the measured amplitude ratio

ηδ of the average difference frequency sideband to that of the main Stark shifted peak.

4.5.1 Experiment Setup

The experimental setup for implementing the non-resonant Rydberg electrometer

with a strong RF reference is shown schematically in Fig. 4.40. For our initial

demonstration experiments, the strong reference field is produced by directly con-

necting an RF generator to the field plates. The weak signal field is generated by a

separate RF supply and introduced into the measurement cell using a simple antenna.
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Figure 4.40: Schematic of the strong RF reference Rydberg electrometer setup. The
probe laser setup remains the same as for the previously described configurations. The
reference RF field is introduced into the detection cell by direct connection of an RF
voltage source to the field plates. The reference field amplitude is sufficiently strong
to create a measurable Stark shift in EIT spectrum. The RF signal field is introduced
into the cell by a simple antenna. As with the DC and AC reference schemes, the
signal RF field measured using the Rydberg electrometer can be compared to direct
measurements of the voltage across the field plates using a high impedance probe (in
this case in the absence of the strong RF reference).

4.5.2 RF field measurement and comparison

To demonstrate the accuracy of the strong RF reference field measurements, we com-

pare them with analogous measurements made with a DC reference (see Fig. 4.42).
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For the comparison, the signal RF field frequency is set at 50MHz and the strong RF

reference field frequency is set at 90MHz. The DC reference field is set to provide the

same Stark shift as the strong 90MHz RF reference (with no signal field present). A

typical EIT spectrum is shown in Fig. 4.41.

Figure 4.41: EIT spectra in the presence of a strong RF reference and a weaker signal
RF field. The spectra shown are the averages of 250 coupling laser frequency scans
collected from the lock-in amplifier. The upper orange trace is the EIT spectrum
with only the strong 90MHz Rf reference. As the theory predicts in the Fig. 3.14, the
main Stark peak is flanked by sidebands at ±180MHz, along with the zero-field peak.
The blue trace is the EIT spectrum with the 50MHz signal field plus the 90 MHz
reference. In addition to the four peaks in the orange trace (or background trace),
there is an extra pair of sidebands appearing at ±δ = 40MHz away from the main
Stark peak. By subtracting the two traces, the average δ sideband amplitude can be
used to determine the signal Rf field strength through ηδ.

As outlined in Chapter 3, the signal RF field can be derived from either the amplitude

ratio ηδ of the average sideband peaks and main Stark peak or the shift ∆ between

the main peak and zero field.
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ηδ =
Aδ

A0

=
J1(β−)2

J0(β−)2

∆ = −1

4
αF1

2/h̄− 1

4
αF2

2/h̄

(4.6)

where β− =
αF⃗1 · F⃗2

2|ω1 − ω2|
.

Figure 4.42: Comparison of EIT measurements of RF field amplitude vs probe mea-
surements of RF voltage on the plates for DC and RF reference fields. The RF
reference field amplitude is determined from the measured Stark shift. The DC ref-
erence field used for the comparison is chosen to give the same Stark shift. The
signal RF field measurements are in very good agreement within their uncertainties,
demonstrating the effectiveness of the RF reference approach.

For larger signal RF fields, a comparison can be made between the amplitude ratio

and peak shift results (see Fig. 4.43). The target field frequency is set at 90MHz

while the strong RF reference is set at 40MHz. The amplitude of the RF reference

field is set so that the shift of the main Stark peak, ∆ is larger than than the RF
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difference frequency, δ to avoid any overlap in the zero field and difference frequency

peaks.

Figure 4.43: Comparison of RF field amplitudes derived from amplitude and Stark
shift measurements vs RF voltage on the plates for a strong RF reference. The RF
reference field amplitude is determined from the Stark shift with no signal field. The
amplitude of an added RF signal field can be determined by measuring the increase
of the Stark shift (blue triangles) and through the amplitude ratio expressions (red
squares). The two RF signal field measurements are overlapped within their range of
uncertainty, so, for larger RF signal fields, either measurement approach can be used.

It is notable that the fits to the RF field vs plate voltage data in Fig. 4.43 have

significant y-intercepts. As with the DC reference, this is due to coupling of the RF

signal field into the reference signal generator. The measurements in Fig. 4.43 assume

that the reference RF field maintains the constant value determined from the Stark

shift in the absence of the signal field. However, in the presence of the RF signal field,

the RF reference power supply is affected by the RF signal voltage that appears on

the field plates. As demonstrated for the DC reference, this issue can be avoided by
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using both expressions in Eq. 4.6 to determine both the signal and reference RF field

amplitudes rather than assuming a constant reference field value.

As noted previously, use of the strong high frequency RF reference field in place of a

DC or low frequency (LF) AC reference can eliminate the need for plates or wires in

the measurement cell, as the high frequency RF reference and signal can propagate

through free space into the Rb cell. It also extends the measurable frequency range

of the signal RF field to much higher frequencies. That range would otherwise be

limited by the frequency scanning range of the coupling laser (200 to 300MHz in

our current setup) for DC and LF AC reference fields. Compared to the established

methods for resonant (or near resonant) RF field detection, our platform can fill the

gaps between different resonant frequencies, providing a solution for sensitive non-

resonant, self-calibrating, broad band RF field detection into the 1GHz range and

higher.
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Chapter 5

Conclusions and Outlook

5.1 Weak to strong RF field detection summary

As described in Chapter 3 and demonstrated in Chapter 4, optimal measurement of

RF fields of different amplitudes using non-resonant Rydberg EIT requires an appro-

priate choice of reference field amplitude (and type) and the use of the appropriate

equations for extracting the signal field strength from spectroscopic amplitude ratios

or frequency differences. Fig. 5.1 shows a plot of limiting values of the parameters β

and Stark shift ∆rf for accurately employing different approaches for extracting the

RF field from EIT measurements. The specific limits shown assume a 60MHz RF

field and Rb 32s detection atoms.

Multiple lines are plotted in Fig.5.1. The three solid curves are related to the param-

eter β =
αFdcFrf

ω
, which is proportional to the product of the static reference field

and signal RF field. As shown in Section 3.1.1 and Fig. 3.12, when β ≤ 0.2 (in the

region blow the black line in Fig. 5.1), Frf can be directly determined by Eq.3.23

with an error <1%.

Frf =
ω

αFdc

β =
2ω

αFdc

√
Aω

A0
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Figure 5.1: Limiting values of β and ∆rf for determining a signal RF field magnitude
using different theoretical expressions and aspects of the measured EIT spectrum,
plotted vs RF signal field and DC reference field. The calculations assume a 60MHz
RF field and 32s detection state. The three solid curves are related to limiting values
of β, (proportional to the product of Frf and Fdc. The black line shows the upper limit
of the small β approximation, in which the Bessel functions in the exact expressions
can be replaced by a simplified expression in which β is directly proportional to
the square root of the sideband to main Stark peak amplitude, and for which the
approximation error is <1%. The red line is the upper limit for using the ratio η of
the average first order sideband amplitude to that of the main Stark peak with <1%
error. The green line is the upper limit for using the ratio η2 of the average second
order sideband amplitude to that of the main Stark peak with <2% error. The blue
dashed line is the lower value of Frf which can be measured directly from the Stark
shift, without any reference field present. The yellow dashed line gives the smallest
value of Frf for which the combined amplitude ratio and Stark shift equation sets
can be used to simultaneously determine both the static reference field and RF signal
field.

The measurement of the weakest RF fields falls into this amplitude regime, as dis-

cussed in Section 4.2.7.

In Section 3.1.1, we also identified the limits for using different sidebands for the

peak amplitude ratio measurements used to determine the RF fields. For the region
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between the black and red lines in Fig. 5.1, Frf can be determined using Eq. 3.20,

with an error of <1%.

Aω

A0

=
J1(β)2

J0(β)2

In the region between the red and green lines, Frf can be determined by Eq.3.24 with

an error of <2%..

A2ω

Aω

=
J2(β)2

J1(β)2

The blue dashed line shows the RF field that results in a 20MHz shift of the main

Stark peak relative to the zero field peak, in an RF field alone. The 20MHz value is

chosen to be comparable to the observed EIT spectral resolution (∼ 15 to 20MHz).

So, for the region above the blue line, the main Stark peak and the zero field peak

can be resolved in the EIT spectrum, and the RF field can be determined either using

Eq. 3.27 for the Stark shift in the absence of a reference field, or using Eq. 3.29 in

terms of the ratio of the 2ω sideband amplitudes to the main Stark peak amplitude,

as a function of γ =
αF 2

rf

8ω
, using Eq.3.29.

∆ = −αFrf
2/4

or A2ω/A0 = (J1(γ))2/(J0(γ))2

Section 4.1.7 demonstrates the application of these two equations when the RF field

is strong enough to resolve the zero field and main Stark peaks and to produce

observable 2ω sidebands.

The dashed yellow line shows the RF field that, alone, results in a 1MHz shift of
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the main Stark peak, relative to the zero field peak. This 1MHz value is chosen to

be comparable to the uncertainty of the peak shift measurement. So, for the region

between the yellow and blue dashed lines, Eq. 3.8 for the combined Stark shift can be

used along with the appropriate amplitude ratio formula to simultaneously determine

the magnitudes of the static reference field and RF signal field (see Section 4.3).

∆ = −1

2
αFdc

2 − 1

4
αFrf

2

Fig. 5.2 shows a plot completely analogous to Fig. 5.1 plot, but for a 25s detection

state. With the smaller α, all of the lines move to higher values in the DC-RF field

plot, illustrating that the various small RF field approximations can be applied over

a larger amplitude range.

Figure 5.2: Limiting values of β and ∆rf for determining a signal RF field magnitude
using different theoretical expressions and aspects of the measured EIT spectrum,
plotted vs RF signal field and DC reference field, completely analogous to Fig. 5.1
except that the calculations assume a 25s detection state.
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The regimes for non-resonant Rydberg detection of RF fields with a strong RF ref-

erence can identified using plots similar to those shown in Figs. 5.1 and 5.2. In this

case the limits are defined by curves at constant β− as a function of F1 and F2.
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5.2 Non-resonant RF electrometer sensitivity

The smallest RF field measurable with the current apparatus is discussed in section

4.2.7, and can be obtained directly from Rydberg EIT spectra using Eq.3.23. To reach

the highest sensitivity from our non-resonant RF electrometer, several parameters can

be optimized.

First, instead of using Eq.3.23 with a DC reference field, a strong RF reference field

can be employed with Eq.3.37.

F2,∥ =
2δ

αF1

β− =
4δ

αF1

√
Aδ

A0

By comparing with the DC reference, We can see that when 2δ < ω2 (i.e. twice

the difference frequency is less than the signal frequency), the sensitivity of the elec-

trometer with a strong RF reference exceeds that with a DC reference, by a factor of

ω2/(2δ) As noted previously, the smallest useful difference frequency is the spectral

width of the EIT peaks. In the current apparatus, that is ∼15-20 MHz. However, it

could be significantly reduced, in principle, using colder atoms or a a different EIT

scheme in which the probe and coupling lasers have (more) similar wavelengths or

larger beam profiles.

For the room temperature cell and current laser excitation scheme, δ should be chosen

to be ∼20MHz for the highest detection sensitivity. Thus, for an RF frequency

ω2 > 40MHz, the strong RF reference provides higher sensitivity.

It is also possible to improve on the smallest measurable amplitude ratio ηmin =

Aω,min

A0,max

in the EIT spectrum.Aω,min is generally determined by the noise level of

the lock-in amplifier which depends on different gain settings. A0,max is determined
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by the signal amplitude before entering the lock-in amplifier and by the maximum

voltage output of the amplifier. In principle, with the current apparatus, A0 could be

made as large as 10V (the maximum input level) at the smallest gain setting (500mV

sensitivity for the current instrument) by employing significantly higher bias voltages

on the balanced photodiode (see Fig.2.9). The sideband amplitude could then be

measured separately at a higher gain setting, and the main peak amplitude re-scaled

by the fractional increase in the amplifier gain. Fig. 5.3 shows the experimentally

realized and potentially achievable minimum measurable η values vs lock-in input

sensitivity (higher input sensitivity in mV corresponds to lower amplifier gain).
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Figure 5.3: Minimum η vs different lock-in input sensitivity setting. Higher input
sensitivity corresponds to lower amplifier gain. The green dots are the background
noise level, primarily leakage at the lock-in frequency fr vs input sensitivity setting.
The blue dots are the ηmin calculated assuming the smallest measurable sideband
peak amplitude is equal to the amplifier noise level, and a typical measured main
peak amplitude of A0 = 7.560V at an input sensitivity of 200µV. The red dots
are the ηmin calculated assuming the smallest measurable sideband peak amplitude
is equal to the amplifier noise level, and the main peak amplitude has its largest
possible value, A0 = 10V with input sensitivity of 500mV. By separately measuring
and rescaling A0 the minimum η value is reduced by 3-4 orders of magnitude

In addition, the product of αF1 in Eq.3.37 should be as large as possible. This has

been addressed previously in Fig 4.30, which shows the minimum detectable field vs

n using a DC reference field and without rescaling of A0. From the stark maps, we

can solve for the maximum usable static reference field Fdc,max (defined by the ns

state mixing with the (n-2)f state manifold), and then plot the theoretical maximum

product of αFdc,max for each ns state (see Fig 5.4).
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Figure 5.4: Theoretical maximum product αFdc,max vs principal quantum number n
of the Rydberg state. The polarizability is calculated for each Rydberg state using
Stark maps such as those shown in Fig. 3.1, with Fdc,max defined as the crossing point
of the ns state with the Stark state adiabatically connected to the (n-2)f level. The
product αFdc,max thus obtained is the theoretical maximum in Eq. 3.23.

The maximum reference field needs to be smaller than Fdc,max for the adiabatic theory

underlying the non-resonant electrometer operation to be valid. In practice, the upper

limit for reference field can be identified as the point where the sidebands and main

Stark peaks significantly broaden and are difficult to clearly identify. The theoretical

maximum RF reference field F1,max is the same as DC reference case, but due to

the time-evolving nature of the RF field, F1,max can be more closer to the crossing

field point of the Stark manifold before the peak broadening becomes an issue. The

maximum DC/RF reference field needs determined individually for each ns detection

state.

Putting these all together, the smallest measurable RF field that can be extracted
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using 3.37 requires the use of δmin, (αF1)max and ηmin, i.e.

F2,∥,min =
4δmin

(αF1)max

√
(
Aδ

A0

)min (5.1)

With all the parameter optimized and our current apparatus, the smallest field should

be approximately 0.1mV/cm, obtained with δ = 20MHz, a lock-in input sensitivity of

100 nV, a 50s Rydberg detection state 50s and the RF reference field set to 2.84V/cm.

Compared to the smallest field actually measured with the apparatus, 14mV/cm,

this estimate represents an improvement of over three orders of magnitude, making

the non-resonant approach more competitive with various implementations of the

resonant Rydberg RF electrometer [10], [11].

Additional future improvements can be made to reduce the background noise in the

EIT spectrum, by replacing the older and fairly inexpensive lock-in amplifier that

is currently in use with a more advanced lock-in amplifier with less noise due to

reference frequency leakage and, potentially, a larger dynamic range. Improved cou-

pling and probe laser power and beam pointing stability could reduce signal noise

from the balanced photodiode, and a smaller plate separation could improve the field

inhomogeneity for a narrower EIT linewidth at large reference fields.
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5.3 Outlook for the non-resonant EIT amplitude-

based Rydberg RF electrometer

Currently, using standard EIT spectroscopy for measuring the Autler-Townes split-

ting of resonantly driven Rydberg atoms, the RF field strength can be determined

down to a few mV/cm [9], [10]. Using more accurate measurements involving a ref-

erence RF field and a heterodyne measurement, signal RF field strengths down to

∼0.2µV/cm have been reported[45]. These frequency-based measurements are neces-

sarily restricted to resonant frequencies (which, in principal, can be Stark tuned with

the addition of a third field), from MHz to THz. By comparison, our non-resonant

self-calibrating amplitude-based Rydberg RF electrometer has a list of advantages

compared to the resonant approaches.

• Wide frequency response (in principle, MHz to THz with correct choice of de-

tection state)

• Broadband RF detection (demonstrated in Fig. 4.2)

• Direct measurement of RF spectrum (in contrast to other heterodyne non-

resonant RF field sensor schemes[46])

• Prior determination of reference field amplitude not required for large signal

fields (explained in Fig. 5.1)

• Full frequency range application (MHz to THz) if combined with resonant tech-

nique[9]
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In the future, higher frequency microwave (MW) reference fields can be used to test

the non-resonant electrometer at GHz frequencies. In that case, the reference field can

be introduced into the detection cell without the need for metal plates in or around the

cell, creating an RF detector with near 360◦ access and without conductors affecting

the RF/MW radiation to be measured. Variation of the linear polarization of the

reference radiation will allow for measurements of the directionality of the signal

field. Implementation will require a high power MW power supply and the ability

to direct the strong MW reference into the Rubidium cell, uniformly throughout the

laser-atom interaction region, which is a challenge for our current apparatus.

For higher frequency signal and reference fields, checking for (near) resonant (single

or multi-photon) interactions is essential. Theoretically, near resonance conditions

can be identified through Stark map calculations. In practice, deviations from the

adiabatic, quadratic Stark shift response can be identified by testing the performance

of the electrometer for different detection states, as these will have different (near)

resonant responses. If the signal RF field of interest is at a resonant frequency be-

tween two dipole coupled Rydberg states, then the AT splitting measurement can be

performed in the same setup without the need to replacing any components.

Furthermore, our non-resonant amplitude-based RF electrometer can be integrated

into a more compact format. The saturated absorption spectroscopy for the probe

laser and the Rydberg EIT spectroscopy can be performed in the same Rubidium

cell, the size of which can be made significantly smaller if the internal plates are

not required to establish the reference field. Reflecting window coatings could be

employed to enable beam multiple passes and maintain sufficient optical path length

in a significantly shorter cell. The probe and coupling laser beams can be coupled into

optical fibers and then sent into the cell, to be less vulnerable to external vibrations
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and beam pointing issues. It should be possible to design a movable detector with a

volume of only a few cm3, considerably smaller than traditional classical RF dipole

antennas, for sensitive, accurate RF field detection for free space, underground, or

underwater scientific and technological applications.
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Appendix A

Laser operation, troubleshooting

and beam profile

A.1 Operation and troubleshooting of ECDL

The ECDL setup has been discussed in the section 2.2, regarding of this internal

structure and frequency control electronics. Here are some more details about how

to identify any problems and then adjust the ECDL cavity. If one of the following

frequency behavior is observed, then it means the ECDL laser needs to be taken into

service.

The ECDL is designed to be free of mod hops (i.e change of N), which is achieved by

choosing a well-designed pivot point that makes sure the incidence angle θd and the

cavity length L as correlated as Eq. 2.1. The mode hop shown in Fig. A.1 is a sign of

the pivot point of tuning element (holding the prism) not in the design position. So

when the voltage on piezo is increasing, Eq. 2.1 is not met with the same N, resulting

in a frequency jumping.
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Figure A.1: Wavelength of the output laser beam vs the piezo voltage from a mal-
functioning ECDL. Different color line demonstrate the frequency response when the
piezo voltage is changing continuously from 30V to 100V or vice versa. The main
reason of such non-linear response vs the piezo voltage is due to mode hopping be-
tween different N.

The solution for this abnormality is to remount the reflecting prism on the tuning

element and then test the frequency response until the frequency vs voltage response

behavior is back to normally. Such process is tedious and time consuming. We figured

out that, instead of remounting prism, there is an alternative way to solve this issue.

We can connect the ECDL to a Lab Computer and then change the temperature

setting of the entire laser. With lower or higher temperature, the relative position of

different elements is changed, and then the pivot point can be moved into its designed

position.
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Figure A.2: Wavelength of the output laser beam vs the piezo voltage. The frequency
of output laser beam is changing rapidly in days, which is main due to broken piezo,
failing to adjust the external cavity length.

The frequency drift of the ECDL in Fig. A.2 is a sign of the cavity length being

shorter over time. This is normally due to the mounting screws not fully tightened.

Another possible reason is that the piezo is not holding the tuning element in the

same position. Therefore a replacement of the piezo is required. In practice, our lab

humidity can cause the ECDL frequency to jump up and down as well, but not fixed

in one direction as shown here.

Unlike the ECDL in the SHG-pro system has a coarse tuning knob, the ECDL for

780nm laser does not have one. So when a large frequency drifting happens, and the

piezo voltage (limited to 117.5V) is not able to compensate, it is required to open

up the laser head and adjust the tuning element shown in Fig. 2.2. It is worth

mentioning that the tightening of the skewers would cause a large change of the

output laser wavelength (up to 0.1nm), which should be considered before manually

changing the tuning element position.
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A.2 Laser profile and Rabi Frequency

Microscope slides are used in the setup (Fig. 4.1) as beam splitters. The front and

back end of the slides create two reflections of the incident beam, each of which has

around 5% of the incident intensity (10mW). Due to back end reflected light passing

across the slices twice, the beam power of the back-end reflection is smaller than the

front end reflected beam. The final power into the Rubidium cell would be controlled

by additional Neutral Density Filter (NDF),which has Optical Density (OD) from 1.0

to 5.0 by stacking multiple filterers. The coupling beam power goes up to 80mW and

the probe beam power is around 1µW with OD 3.0 filter.

T (Transmission) = 10ODtotal × 100% (A.1)

Thorlabs beam Profilers shows the size of the two beams and relative position of the

balanced probe beam to the overlapped probe beam. The output-beam profile of the

ECDL can be well approximated by an elliptical Gaussian function. The long axis is

in vertical plane with half maximum intensity radius a and the short axis is in the

horizontal plane with half maximum intensity radius b. The peak intensity of the

beam, I0, is related to the total power P in the beam by,

I0 =
PIn2

πab
(A.2)

The probe laser Rabi frequency is 1.05MHz and the coupling laser Rabi frequency is

4.16MHz. These Rabi frequency numbers are calculated by,

Ω =
F⃗rf · d⃗
h̄

(A.3)
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where F⃗rf =

√
2I0
cϵ0

is the vector electric field amplitude and d⃗ is the Rydberg transi-

tion dipole moment.

Figure A.3: The couple laser and probe laser beam profile by Thorlabs Beam Profilers
7.0[47]. The number listed in the graph are in units of µm. Upper figure presents
the probe laser into the Rubidium cell with two parallel beams. One is the signal
beam (beam radius at half intensity maximum is 0.22mm at major axis and 0.15mm
at minor axis), and the other is the background reference. Two beams are separated.
Bottom figure presents the couple beams into the Rubidium cell (size is 0.17mm at
major axis and 0.12mm at minor axis), which is overlapped with the right probe beam
in the upper figure.

The 85Rb transition dipole moment from 5S1/2 to 5P3/2 is 1.717ea0[48], while the

dipole moment from 5P3/2 to 25S1/2 is 0.021ea0 and from 5P3/2 to 32S1/2 is 0.013ea0[7],

in the condition of linearly polarized probe and coupling laser.
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Appendix B

Power interference analysis

In this appendix, more experiment results are provided to show the DC power and

RF power supply interference. As the Experiment Chapter shows, with a RF field in

present, the DC voltage on the plate is varying, thus causing the different measured

RF values when using different equation(s). In the section 4.2.6 with the RF antenna

setup, the interference is significantly reduced, and the best solution to derive the

accurate amplitude reading is to assume the DC field amplitude is unknown as well

as shown in section 4.3.

To further demonstrate this interference between two power supplies, different RF

power sources and DC power sources are used in the following test. We named

the IntraAction frequency synthesizer as the strong RF supply one (RF1) and the

Wavetek generator as the weak RF supply two (RF2), according to their max power

output. The same DC1/DC2 is used to name the two DC power supplies, HP 6286A

and BK precision 1171.

Both RF supplies and DC supplies are wire-connected to the internal plates. In

between RF supply and metal plates is the a 4.7µF capacitor. In between DC supply

and metal plates are several clip-on ferrite rings, as shown in Fig. 2.16. RF frequency

is set at 80MHz for both RF supplies, while DC reference voltage out the supplies is

set at 5.5V monitored by a voltmeter. During the measurement, DC supplies need

constant adjustments to sustain at 5.5V.
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Figure B.1: EIT measured RF field vs RF voltage between the internal plates. This
measurement is done with the RF1 and DC1.

Figure B.2: EIT measured RF field vs RF voltage between the internal plates. This
measurement is done with the RF1 and DC2.
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Figure B.3: EIT measured RF field vs RF voltage between the internal plates. This
measurement is done with the RF2 and DC1.

Figure B.4: EIT measured RF field vs RF voltage between the internal plates. This
measurement is done with the RF2 and DC2.



170

The results and the linear fittings are shown in these four plots. In the fitting plots

with DC1, the different RF supplies give the similar y-intercepts and slopes, which

are overlapped with range of measurement error if plotted together. This DC1 power

supply therefore is chosen for all the experiment in the result chapter. The DC2

power supply, in contrast, shows different y-intercepts, as the RF1 DC2 configuration

gives the largest y-intercept while the RF2 DC2 configuration gives the smallest y-

intercept. The latter is negligible if taking the p-test. This comparison suggests that

RF field derived from reference by DC2 depends different RF power supplies. And

the RF1 DC2 configuration gives the largest deviation between each run, suggesting

the largest voltage fluctuation from DC2. We choose to not use this BK 1171 for

other experiments.

Figure B.5: DC supply voltage output vs RF field by the probe on the plates. DC
voltage is set to be 9V with no RF field in present. Then the DC supply output
level remains unaltered when the RF field slowly increases. The DC voltage starts to
decrease with different amount under different frequency RF fields. The uncertainty
in the measured voltage is smaller than the plotted symbol size.
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The interference between RF and DC supplies requires constant monitoring the DC

voltage from voltmeter and then readjusting. Even with such operation, the DC

voltage measured on the plate is not equal to the DC field solved from Eqs. 4.5 (see

Figs.4.31 and 4.33).

In conclusion, this appendix shows the importance of determination the reference field

amplitude as well as the signal RF field in a single measurement as demonstrated in

section 4.3, in the Frf amplitude range explained in Fig. 5.1.
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