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Abstract

The PEN experiment at the Paul Scherrer Institute in Switzerland aims to raglasypositronic
pion decay branching ratio to an unprecedented relative precisiona#0.0he measurement tests
the existence of lepton universality and puts constraints on severaletdmmyond the Standard
Model of particle physics. This dissertation will first describe the expertaleonfiguration and
data collection during the PEN experiment. Focus is placed on the developfrastia analysis
tools including calibrations, event reconstruction algorithms, and a maximuitintke analysis
framework designed specifically for this experiment. The B)® m — eTv, events observed in
2008 were used in this study to obtd®n,, = [1.11240.002(stat)] x 10-4, where the central value
is still intentionally blinded with an unknown multiplicative random number. Usinly ansmall
fraction of the PEN data, our statistical uncertaintyRg, is already smaller than the combined
(statistical and systematic) uncertainty in the experimental world averageding the estimated
20x 106 additionalrt — etve events from 2009 and 2010 will further reduce the uncertainty on

this measurement.
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Before | speak, | have something
important to say.

Groucho Marx

Chapter 1

Introduction

1.1 The Standard Model of Particle Physics

It has been established that the Standard Model (SM) is the authoritatbegigtion of the fun-
damental laws of nature. The theory is so powerful that nearly all of gdiptions have been
experimentally verified. It is an ever changing model that adapts to newunggasnts in order to
adhere to the physical world.

Despite its success, the Standard Model is not complete. There exists mithestaicture in
the model that is not fully understood, and there are physical phenowtginh the theory cannot
predict. Theorists are hard at work developing extensions Beyonddahd&d Model (BSM) which
attempt to explain discordant observations. This dissertation descrilgagpariment conducted to
both test SM predictions, such as lepton universality, and narrow dosvhsthof possible BSM
theories by giving, for example, limits on the masses of hypothetical particles.

According to the current SM, all matter can be built from fundamental &ffir(fermion) parti-

cles called quarks and leptons (Table 1.1(a)). The interactions betwessnfdrmions are described
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Table 1.1: Periodic Tables of Elementary Particle&) shows the fermions organized into the three gener-
ations of matter(b) shows the force mediating gauge bosons, gopshows the yet to be discovered Higgs
boson which gives rise to the masses of all massive patrticles

(@
Flavor Generation

u (up) ¢ (charm t (top)
k
Quarks d (down) S (strange b (bottom)
Leptons e (electron . i (muon) ' T (tau) .
Ve (electron neutrinp vy (muon neutrind v (tau neutrind
(b)
Force Mediator
Strong G (gluon)
Electromagnetic y (photon)
Weak Wt Z0 (charged,neutral weak boson)
Gravitational g (graviton)

(©)
Mass Generator

H (Higgs boson)

by the exchange of characteristic integer spin (boson) “force mediptoticles. There are only
four known fundamental interactions that occur in nature: electromagmedigk nuclear, strong
nuclear, and gravitational. The gauge bosons corresponding to étiobse forces are listed in
Table 1.1(b). The SM does not describe the gravitational interactionhvidritinately is negligible
on the subatomic scale.

The SM also explains the origin of particle masses via the yet to be discoMéggd boson.
Extensive searches for the elusive Higgs particle are underwaytiei@ahysics laboratories world-

wide.
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1.2 The Pion

In Hideki Yukawa’'s 1935 paper [71] he suggested that experimentalsiald search for a yet
undiscovered particle that mediated the nuclear force. Using the rangelefar forces, he pre-
dicted the mass of the new particle to be somewhere between the light electrtredrehvy nu-
cleon. It was supposed to be the force carrier, being emitted and alddoylprotons and neutrons,
thereby explaining the stability of the atomic nucleus by accounting for the-sdraged attraction
between its constituents. Shortly thereafter, in 1937, Carl D. Andersibhia student Seth H. Ned-
dermeyer found a particle in cosmic radiation with the mass and disintegratiparpes that one
would expect for the Yukawa particle [53, 54]. Their discovery wasicmed almost immediately
by J.C. Street and E.C. Stevenson who gave a mass value of 130 elecasesméth a 25% uncer-
tainty [69]. Four months later, Nishina, Takeuchi, and Ichimiya publishédktece of a positively
charged particle with a mass from 180 to 260 electron masses [55]. Theiftdlyear, Nishina
et al. discovered a negatively charged particle with mass=9#6. and reduced the uncertainty on
their estimate of the mass of the positively charged particle ta-280n [56]. This intermediate-
massed particle was then referred to as a “mesotron” and later shortenedda, originating from
the Greek word for intermediate, “mesos”.

WEEER If a meson is to explain the nuclear interaction then it should
be readily absorbed by protons and nuetrons, and therefore by
matter. In 1947, nearly a decade later, three Italian physicists,

Marcello Conversi, Ettore Pancini and Oreste Piccioni, observed

Figure 1.1: A photograph of Hideki that the mesons found in cosmic radiation often passed by sev-

Yukawa (left) and €sar Lattes.
eral hundred atomic nuclei without interacting [24]. Enrico

Fermi, Edward Teller, and Victor Weisskopf, introducing the symipdbr mesotron, explained
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that the decay time of these negative particles in matter was twelve orders witugggonger than
the time it should take the nuclear forces to capture Yukawa’s particle TBefse properties do not
follow Yukawa’s prediction.

Meanwhile in 1947, a group lead by Cecil F. Powell was studying trackbyatharged particles
in photographic nuclear emulsion plates placed at the tdpiofiu Midi in the French Pyrenees.
Giuseppe Occhialini and&3ar Lattes discovered that two distinct types of mesons were present in
the plates. One meson would gradually slow down and stop, and at the gstratk a new meson
appeared [58, 43]. Lattes travelled to the Bolivian Andes and placedaewclear emulsion plates
at the top of Mount Chacaltaya, 5500 m above sea level. Analysis of tit@ss revealed that one
of the mesons was 30-40% heavier than the other one [44]. The primagnriesw calledr
meson, or pion) was heavier and disintigrated into a secondary mgsoeson, or muon) It turns
out that the muon was the known meson from the experiments of Anderddvestdermeyer. This
new, previously undiscovered,meson, however, was shown to readily interact with nuclei and had
the characteristic properties according to Yukawa's theory.

We have come a long way in our understanding of the pion since then. W&mawthat the
pion is a meson consisting of two quarks from the first flavor generatiba.pion can be charged,
7t, or neutral,n®. For the remainder of this dissertation, we will restrict ourselves tonthe
due to experimental practicalities. Negatively charged pions are alobsbybeearby atomic nuclei
with almost 100% probability due to the attractive nature of their opposite elettarges, and
are therefore more difficult to deal with. On the contrary, positively gbdrmions are essentially
shielded from nuclei by the atom’s electrons, and such complicationsadueas.

Then™, composed of one up (u) and one anti-do@ quark, has a lifetime of 26.033 ns and

1The muon is now classified as a lepton, not a meson.
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Table 1.2: Decay modes and decay rates of tie[33].

Decay Mode Decay Rate

= utvy, M1 =0.99987704)
= utvyy M, =2.00(25) x 1074
it — et ve M3=1.2304) x 1074
it — etvey F4=7.39(5) x 10~/

t — 0T ve M5 =1.036(6) x 108
mt — etveetem Tg=3.2(5) x10°°

a mass of 139.57 MeV [33]. The pion decays when the uduggiarks annihilate, producing a
W™ boson. This weak gauge boson then procedes to create particles alof several allowed
modes. This process is called the weak decay mode of the pion (Table I gartfoular interest
to this thesis are the 2-body decay modes, commonly denote@vith decay rate§; andl 3) in
which thert™ produces a lepton-antilepton pair, whére e, u*, as shown in Figure 1.2. For the
experiment described herein, the — n%etv, decay mode is possible but very rare. Sifigds
~1/5 of the desired uncertainty in our measurement, we’ll ignore this decag made initial PEN

data analysis.

g-‘r

Ve

Figure 1.2: The lowest level (tree) Feynman diagram for the— /v, decay modes.

1.3 Review ofnt™ — et ve Experiments

The nt — e"ve decay mode was first discovered at CERN in 1958 [32, 40]. A bragchin

tio measurement for this mode wasn’t made until 1960 by Anderson et al. vlasuredR,,, =
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(1.2140.07) x 10~# [7]. Four years later DiCapua et al. pushed the uncertainty doviRy o=

(1.273+0.028) x 1074 [28].

ot
w2
Thy —— % Ve
Vi

Figure 1.3: Feynman diagram for the Michal — evv decay, named after Louis
Michel, who first described the decay positron’s energy spatin detail.

In practice, a typical measurement involves measuring the decay time aggt ehthe positron
emitted from either tha — e decay or ther — 1 — e sequential decay chain. The sequential Michel
decay is shown in Figure 1.3, where tine emits a W and is transformed into a muon antineutrino.
The W' then creates a lepton-antilepton pair. The positron from the two-body,deca ev, is
mono-energetic ah,/2 = 69.8 MeV. In contrast, the positron from the sequence v followed
by the 3-body decay — evv has a continuous energy spectrum from @nfg'2 = 52.8 MeV. This
characteristic energy spectrum is often called the Michel spectrum, ndieetl@uis Michel who
first described and parameterized the» evv decay in detail [50].

The first precise measurement was made in 1983 when Bryman et al. echplbigd(Ti) crystal
calorimeter sensitive to both charged particles and photons [15]. Théyriped two seperate
analyses on the data. The first method was the so-called “2-bin” methetbgded by DiCapua et
al. for the analysis of the 1964 experiment. The energy spectra for gigqws were collected in
two identical time intervals, one startingtatind the other df +tg after the pion stop time. Sindg

is long compared to the pion lifetime, the second interval contained essentibllpasitrons from
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ther — nw — e chain. The branching ratio was then calculated as

Av Nese{l—exp[— (Ax—Au)tg]}

Re, =
’ A=Ay Nﬁtze)ueeexp()\uts) — Nﬁrﬂp%e
— (1.2184+0.014)x 104 (1.1)

whereA, andA,, are the pion and muon decay rates defineNas 1/1, andA, = 1/1,.

Their second method was a simple fit to the decay time distribution of the positiotasning
the amplitudes of thert — e andm — p — e components. The second method resulteldjp =
Are/Ar e = (1.2194-0.014) x 104,

A more refined measurment came in 1992 by the same collaboration at TRIUMFThey
measuredR,,, by a simultaneous fit to the positron decay time spectra for events with positron e
ergy above and below 56.4 MeV. The energies were recorded with A Nal(Ti) 460 mm
diameterx 510 mm long cylindrical crystal calorimeter. Several multiplicative systematieceor

tions of order~1% were applied to obtain

R, = [1.22654 0.0034(stat) + 0.0044syst)] x 104 . (1.2)

The third and most recent precise measurement was performed at th8dRatrer Institute
and published in 1993. Czapek et al.[25] considered only events wiitrgo decay time between
7.5 ns and 200 ns after the pion stop time. They considered the total eperdsusn, i.e., the energy
deposited in the target by the pion, possible muon, and the positron, plusahertergy deposited
in the BGO calorimeter. The numbermf- e events was determined using three windowSrify.
The majority ofTt— e events were contained in the region®B8 Eroia < 101 MeV. The amount

of T— e events below 83.5 MeV was determined usingeaNT3 simulation. The region above
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Czapek 1993
Britton (1992

Bryman (986)

Figure 1.4: Historical representation
of Ry, measurements. The solid curve
is the probability distribution of the
branching ratio using the three most
recent measurements, as is used in the
><10'3 current Particle Data Group estima-

DiCapua (1964 e

Anderson 1960

N RO T s R M S . . .
tion of the branching ratio [33]. The
0.1 0.11 hi 0.12 . 0.13 0.14 dashed curve gives the probability dis-
Branching Ratio tribution using all five measurements.

101 MeV essentially contained only events for which the pion underwenb@agsinteraction in the
target. The total number of pion decays was found using a normalizatioettiiggide the same 7.5

to 200 ns time window. They obtained the value

Rr., = [1.234640.0035stat) -+ 0.0036(syst)] x 1074 . (1.3)

The Particle Data Group [33] combined these three most recent meastsesfiBp,, to give

the world average

PDG _ (1.230+0.004) x 1074, (1.4)
e2

which has remained unchanged for nearly two decades.

1.4 Review oft™ — €"ve Theory

The theory behind thee, decay is described in the Standard Model with extraordinary precision.

This section will examine the theoretical description in detail. More informationbeafound in
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the report [12] and the references quoted within.

The differential decay rate for the, decay (with/ = e ory) can be given by,

1 M2 1 d®p dpy

dr =
2m. " EE, (2m)® (2m)®

(2r®)8* (q—pc— pv) (1.5)

wheremy, is the pion massjy, p,, andp, are the four-momenta of the pion, lepton, and neutrino,

respectively, ani/ is the matrix element in th&/(— A) theory [49],

_ice

M=

(O {VA(0) = A\ (0) } )Ty (1= Y5) Vv (1.6)

whereGr = 1.16639x 10711 MeV~2 is the Fermi coupling constant. Since the pion is a pseu-
doscalar particle and due to the lack of available axial-vector operat@s;aw determine on
the grounds of Lorentz invariance th@|V)(0)|ty = 0. Similarly, we find that(0|Ay(0)|rt) =
ifx(0?) g, wheref, (q?) = f (—m2) = f = 1307 MeV is the pion decay constant.

It follows that when using the Dirac equatitm(p— mg) = 0, wherep = y, p\, we obtain the

matrix element

 —Gety

M=

myUy (1 —Ys) vy . (1.7)
After summing over final spin states, the differential decay rate becomes,

GEfZnt pipy
= —F 2 gBn,dp, 8 (q—pr— py) 1.8
2m, (2 ECE, p.d”p, 8" (4— pr — Pv) (1.8)

and upon integrating over lepton momenta the total decay rate for the'v, decay becomes,

G2f2m?
- S (o)’ x9)
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This equation clearly demonstrates that the decay rate is proportional tquheesof the lepton
mass. This proportionality is the physical consequence dofttheys) term in (1.7), which is known
as the helicity projection operator for massless leptons. This operator alidwkeft-handed mass-
less particles and right-handed anti-particlesmjf= 0, angular momentum conservation would
prohibit ther — /v, decay channels fam, = 0. Since the positron and muon are massive, both
positive and negative helicity states are mixed by an amount proportionaitartass, leading to
non-zero decay rates.
7-(+
-0 @ —<€e=—
Vi Ty

Figure 1.5: A" decaying at rest. The thin arrows represent the particle @, while the thick arrows
represent their helicity.

To put this situation into perspective, consider tiedecaying at rest as depicted in Figure 1.5.
The 106.7 MeV muon wants to be right-handed; the 0.5 MeAlly wants to be right-handed; but

the < 10~® MeV neutrino essentially forces them to both be left-handed. Akin to potaizave

may define,
L . 1 1
“Helicity Conservation”: > + EY
¢ (1.10)
1 1v
“Helicity Violation”: = ——-- .
icity Violati 5" 5%

Forv = c we have zero probability of the particle “violating” helicity. Now for a givereegy, the
positron will have a much greater velocity than the muon due to their relativeeshasaking the

ratio of the likelihood of each particle “violating” helicity we find,

Left-handed €
Left-handedu™

~32x107° (1.11)

NIF (NI
+ |+

NIR (NI
O‘T:<O‘m<
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This severe reduction in what would otherwise be the main decay chamrtbkfpion is known as
helicity suppressioand is of key importance to the subject of this thesis.

Considering phase-space alone, the positronic decay channaekve, would be~ 3.3 times
more likely than the muonic decay mode. Combining these two rough calculatisssagi order-
of-magnitude estimate of the,; branching ratio to be,

I (t— eve)

- 7% _33x(32x10°%) ~10* 1.12
M (mm— pvy) % ( x ) ’ ( )

where a branching ratio is defined to be a ratio of decay rates.

Using (1.9) the branching ratio can be calculated,

e — 2 e
w_ M(m—eve)  f2mg (M—mg)" fﬂ; (1.283x10°%) . (1.13)

2oT(Mowvy) 2 (me-me)®

W

The principle of electron-muon universality in pion decay holds underdbgraptions that the basic
interaction current is of the — A type if £€ = f}.

Using the universal/ — A theory, Berman [8] and Kinoshita [42] showed that the branching
ratio (1.13) is incomplete and requires substantial modifications due to radiatikections. These
corrections depend an,. Radiative corrections originating from the emission of real photongrinn
Bremsstrahlung (IB), are shown in Figure 1.8. Corrections to the total /v, decay rate due to
virtual emission and reabsorption of photons are shown in Figure 1.7.

The direction of a charged particle changes when it scatters, and idotteeirg accelerated.
As a consequence it radiates. Bremsstratiusghe term used to describe radiation produced by

charged particles passing through a medium. Figure 1.6 shows that th@rleatmot radiate a

2Bremsstrahlung is a German word meaning braking radiation
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Zva

Figure 1.6: The Feynman diagram for the Bremsstrahlung process.

photon without exchanging a soft photon with a nearby nucleus. To be spmcific, external
bremsstrahlung is used to describe radiation caused by deceleratiomnpadwng through a field
of atomic nuclei. Internal bremsstrahlung (IB) is used for the radiatioroofvirtual quanta, i.e.,
photons or gluons, by particles participating in an interaction.

Including the IB, virtual corrections, and radiative corrections into3),.4nd assuming electron-
muon universality, we get

smrc [ (M—eve(y))  _om _ —4
R, = P v (y) Rg/u(l+6) (14+¢€) =1.233x 1074, (1.14)

where the larger of the correctionsds= —(3a/m)In(m,/me) ande = —0.92(a /). Another more

transparent representation of the branching ratio can be given by,

o= <gi>2 (ﬁ)zgijﬁjﬁﬁ (1+3R) (1.15)

where all radiative corrections have been combined dRchelicity-suppression is apparent in the
(me/mu)2 term, and electron-muon universality would hold wiggpg, = 1.

Recent standard model calculations have been published by Marcidngirin [48], Finke-
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Y Vas Y; / Vs
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}gl/VK/ t >
mt ? \\
\\ .

Ve

(©

C
© Figure 1.8: The Inner Bremsstrahlung diagrams for
Figure 1.7: The radiativert™ — ¢*v, decay processes. them" — ¢*v, decay.

meier [36], and Cirigliano and Rosel [22],

(1.2352+0.0005 x 104 Ref. [48]

MRC _

e2 (1.2354+0.0002 x 104 Ref. [36] (1.16)

(1.2352+0.0001) x 1074 Ref. [22]



Our treasure lies in the beehive of
our knowledge. We are perpetually
on the way thither, being by nature
winged insects and honey gatherers
of the mind.

Friedrich Nietzsche

Chapter 2

Motivation for the PEN Experiment

In comparing (1.16) and (1.4) in the previous chapter we see that thent@xperimental results
for R, lag behind Standard Model calculations by an order of magnitude. Thierhaill discuss

several reasons motivating the PEN experiment.

2.1 Lepton Universality

The Standard Model lepton coupling constant(wheref = e u,t), between the weak boson and
the leptons (e.g., it — ¢v decay, Figure 1.2) is taken to be equivalent across all lepton flavbis. T
hypothesis, calletepton universality27], is generally accepted, although there are no compelling
reasons for it.

Loinaz et al. [46] have parameterized possible flavor non-univetggressions afy in W/v,
coupling as,

9 — ¢ (1—%) .

14
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Figure 2.1: Experimental constraints ofler andA,,. (from Loinaz et al.[46]), derived frona) W decay,
(b) T decay(c) T andK decay. The combination of the limits from the aforementiaexays is shown ifd).
Improved accuracy on the limits of,dge from 7 decay will reduce the allowed region to a narrower strip in
(c) and(d).

The linear combinations of the constrained by Wr, 7t, and K decays are:

O g fof Gy ff g O g S s

e 2 7 g 2 e 2

Experimental constraints can be evaluated\@n= €e — &1, Aix = &, — €1, aNdAe; = € — €. TWO
of the three are independent, and Loinaz et al. have chosen to cotigdatter two. Their plots

demonstrating these experimental constraints are reproduced in Figure 2.1
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Repeating the ratio of decay rates (1.15) for convenience,

FSMRC _ (ge)z(me)z (1 me/m)"

= — 1+0R,/m,) » 2.1
Tle2/ T2 Ou (1_mﬁ/nﬁ)2( R'Tfe/ L ) ( )

my,

and the analogous ratio of the relevant th@endmt decay rates,

1+ 6Rfez/ﬂuz) ) (2.2)

2

RSMRC _ O 2 me (1—"‘%/”‘3) (
Te2/Tu2 9./ 2 )

shows how the measurements of these branching ratios directly constraititseof coupling

constants. Using the above equations and the available experimental d&@i@noevaluate [46],

<ge> — 1.0021£0.0016 and (gT) — 10030+ 0.0034.
7T T

O O

2.2 Charged Higgs Boson

Another illustration of the reach of this preci&s,, measurement is the bound we can place on
the hypothetical charged physical Higgs boson. To give a value, let'sider the Lagrangian for
four-fermion vector (V), axial-vector (A), scalar (S), and psewdts (P), interactions that might
arise fromnew physicg¢NP) at a scalé\ [16]:

™ _

T _ _
Lnp = [iZ/\\Z, uy,d+ 2/\E\uyuv\sd} eyH(1—-vys)v

us us
+ {iudi uysd] e(l-vys)v. (2.3)
2N2 212
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Scalar and vector interactions are already constrainégte 10 TeV andAy > 20 TeV by CKM
unitarity tests and a measurement [52] of superallowed nuBldarcay. The experiment described
in this dissertation, assumidiR,,,/Rx., ~ 0.1 %, can probe scales 8 < 1,000 TeV andAp <
20 TeV. A measurement &, does not directly probe scalar interactions, but indirect senstivity
to As < 60 TeV could be obtained through pseudoscalar interactions inducedpeftects from
new scalar interactions [26, 19].

Take, for example, the charged physical Higgs boson, with coupﬁ%g)sud to thetyd pseu-
doscalar current ang‘gﬁ)\gv to /(1 —ys) v, Whereg is the SU(2) gauge coupling/ can be e o,
andA represents chirality-breaking suppression factors. The branchiingfor these new physics

scenarios can be written as

2m g, <)\ev rrk,)]
NP R [1——— T WA A [ - =2 . 2.4
R’]’[ez e2|: Myt )rn|2_|i N )\LW m, ( )

A £0.1 % measurement &,,, therefore probes [16]

1/2
My = 200 TeVx v/Audy /A <;\‘ev _ me> . (2.5)
v h

m,

If e-u universality extends into the enlarged scalar sector, %ﬁ’g: m% as in the minimal two-
Higgs doublet modelR,,, will not be sensitive tamy=. In more general multi-Higgs models,
however, such a relationship is not required. In particutgy ~ 400 GeV is probed for loop-

induced charged-Higgs couplings whég ~ A, ~ Ayq~ o /7t WhenARy,,/ Ry, reachest0.1 %.

1A sensitivity of Ag < 60 TeV is well beyond the capability of nucle@decay measurements.
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2.3 Massive Neutrinos

Shrock outlines a method to search for the existence of massive neutsimgseithert — ev or
7t — wv decays [67]. Britton et al.[10] state that thg, branching ratio may increase due to a relax-
ation of helicity suppresion. An improved measurement of the branchingwdtifurther confine
the neutrino mixing parameteds. The implications ofR.,, on massive neutrinos is discussed
further by Bryman et al.[13] and Britton et al.[9].

Also, Bryman and Numao [14] investigate limits on the existence of massiveimeitrsing

the plentifult — pv decays.

2.4 Extra-Dimension Models

A precise measurement &, will constrain hypothetical extra-dimension models with strong

gravity at the TeV scale [19].

2.5 Ratio of Pseudoscalar to Vector Coupling

If the 1 — ev decay were dominated by a pseudoscalar coupling, then the helicity sajgpref
the decay would vanish, and the branching ratio wouldRhg ~ 5.5. A difference between the
Standard Model description of the decay and the best experimenttsresn provide an estimate
of the residual pseudoscalar coupling.

Subtracting the Standard Model component from the experimental resugdtstgpunds oiTp,

the ratio of pseudoscalar to vector coupling strengths. At thieel we obtain,

C
~7x103< fi <25x1073, (2.6)

Tt
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where f,; is the pion decay constant amd, is the electron mass. Using the model independent
technique outlined by Bryman et al.[17], limits on masses of hypothetical (g far the maximal

coupling can be obtained.

2.5.1 Hypothetical Leptoquark and Supersymmetric Particles

Leptoquarks are particles whose interaction vertices simultaneously irnatfvréeptons and quarks.
They appear in various extensions of the Standard Model, includingitedtinmodels [34] and
Grand Unified Theories [64, 61, 39]. In supersymmetric (SUSY) modedgdch Standard Model
fermion, there is a corresponding boson, and vice versa. Thesgaupers have the same quantum
numbers as the original particles, except for spin [19].

We calculated new lower limits on the masses of pseudoscalar and vectomlefp®and hy-
pothetical charged Higgs particles. These calculations use the proposedainty in the measure-
ment of then™ — e*ve branching ratio of the PEN experiment.

Neglecting radiative effects, the theoretical branching ratio accordingtstéimdard model (via

theV —A weak interaction) is,

Rﬂezzmm=<%>2<"ﬁ_”€‘>2:1233xlo—4. 2.7)

Ft —pfv)  \m ) \mé—m

A measurement which disagrees with this prediction may be explained with padixiegined in

theories beyond the Standard Model. BSM theories with more Higgs contesd wontain charged
Higgs bosons, there are pseudoscalar leptoquarks in theories witmidahaymmetry breaking,
and Pati-Salam types of grand unified theories contain vector leptoquEtikse particles lead to

processes containing pseudoscalar currents, thus creating grder tontributions tofs, . These
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contributions will lead to branching ratio corrections of the form [66]

2mqap ce
RE_I: — ,th (1+ MedaA fPL) (2 8)
e2 e2 1 Zrnnap f"l : .
+ myan PL

But sinceme/m, is of order 10 and we expect}, to be of the same order 4§, , we can neglect

the second term in the denominator.
2m.a
R =R <1+ s f§L> : (2.9)

The experimental branching ratio can be written as,

,exp

ARy
)ég _ ,eezxpj: ARSTJ;eZXP — Rgr;ezxp <1j: R%l:)ip ) , (2.10)
e2

whereAR?{eerp gives the uncertainty in the measurement. The proposed relative untseabihe

PEN experiment is
RSP

=
0,exp
e2

= 0.05%. (2.11)

An uncertainty of this size will further constraii§, . Assuming the BSM theories are correct,

2 A 0,exp
Meaa

e2 0,exp
R‘T[ez

which means,

e MeaA i \/ 0.exp  0th 2 exp| _7
< o R%?( (Rﬂe2 Rnez) +ORREP) —30x 107 . (2.13)
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Now we are able to use this constraint £ to find the lower bounds on the masses of the hypoth-
esized particles.

The charged Higgs’ mass can be found from:

s”:Tmf ~ 8§ <30x107 (2.14)
TES

whereSis the mixing suppresion, taken to be 20 The constraint is then

My > =32 TeV. (2.15)

The contraint on pseudoscalar leptoquark magss obtain by

V2 1\? 1
e JE— —_— PR
fpL Gr (250> 2mg (2.16)
which gives,
1 /1\%1 1

mp>\/\/é (250> EG?‘M TeV. (2.17)

The vector leptoquark’s massy, is constrained by
% (2.18)

flgLN n% )

4 2
Mg > | :jv =W _ 597 Tev. (2.19)
PL foL

The numerical values for the quantities used in these calculations areigiVehle 2.1.

so we have

Assuming the PEN measurement gives the same central value fagtteanching ratio but
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Table 2.1: Numerical values used in mass limit calculations.

Quantity Value
My 139.57 MeV/é
Mutd 10 MeV/c
Me 0.511 MeV/&
M 173.8 GeV/é
mw 80 GeV/&
Ro,exp 1.2352x107%

Gr 1.1664x 107° GeV?

with a relative uncertainty of 0.05%, the lower bounds of the aforementibppadthetical particle
masses in BSM theories will be raised. In summary, the calculated mass boutids charged
Higgs, pseudoscalar leptoquark, and vector leptoquak @g: > 3.2 TeV, m, > 1.8 TeV, and

mg > 292 TeV, respectively.

2.6 Ratio of Scalar to Vector Coupling

Campbell and Maybury [20] discuss indirect constraints on the ratioal&sto vector coupling,
Cs,

—12x10°%<Cg<27x1074. (2.20)

When combining experimental measurementRgf with limits on scalar interactions from muon
capture experiments, one can provide an order of magnitude strongerri@ittban that which is

possible from direct experimental searches [23].
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2.7 Higgsino, Chargino, and Slepton Bounds and R-Parity in Super-

symmetry

This section summarizes the calculations by M. Ramsey-Musolf et al. [68) Studied the effects
of supersymmetry (SUSY) oR, in the minimally symmetric standard model (MSSM) both with
and without R-parity conservation. In the R-parity conserving casecteffrom SUSY loops can
be of the same order of magnitude as the planned uncertainty of the PEN®xme A deviation

in Ry, of

usy
e2

0.0005< <0.001, (2.21)

e2

due to the MSSM would imply

a mass bound on the lightest chargimg; < 250 GeV,

the left-handed selectro@,, and smuonii,, would be highly degenerate, with eitimag /my;, >

20rmg /my <1/2,

that at least one dd_ or {i_ must be light, such thaty, < 300 GeV orfi. < 300 GeV, and

the Higgsino mass parameteand left-handed up squark mdgssatisfy eithefy| <250 GeV

or |y > 250 GeV andi_ < 200 GeV.

2.8 Summary

In conclusion, the large difference between the precision in SM calcutaéind previous experi-
mental measurements B, strongly motivated this new precision measuremgat, provides the

best test of electron-muon universality. The data obtained in the expérar@provide mass limits
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on massive neutrinos. It can constrain extra-dimension BSM theoriegheffmore, it provides
limits on hypothetical leptoquarks and supersymmetric particles.

It is also worth noting thaiR,,, can constrain other SM extensions, such as (super)compositeness
theories [19]. We will also obtain further evidence for, or against, thEEBanomaly [72, 73, 46].
Reaching the proposed accuracy [23Rn., will also reduce the external systematic error in the

pion beta decay branching ratio [62] to an insignificant level.



Argument is conclusive, but it does
not remove doubt, so that the mind
may rest in the sure knowledge of
the truth, unless it finds it by the
method of experiment.

Roger Bacon

Chapter 3

The PEN Experiment

The PEN experiment, named for the process under investigation {+ electron+eutrino), took
place at the Paul Scherrer Institute located in Villigen, Switzerland. Thevggmto measure the
7t — ev(y) branching ratio with a relative uncertainty o510~ or less. This chapter describes
the experimental set-up and the data collection. Initial diagnostic and deveidpuns took place

in 2007, and three data production phases occurred in the yearsZ®8,and 2010.

3.1 Beamline

The layout of the PSI accelerator facility is shown in Figure 3.3. Protoa®hbtained from an
ion source and DC accelerateid 810 keV with the Cockcroft-Walton cascade accelerator, Figure
3.1(a). A 60 keV extraction voltage results in protons with an energy ok8Y0

Injector-2 (Figure 3.1(b)) is a ring cyclotron with 4 sector-magnets anekeremely low injec-

tion energy of 870 keV. Its specific design provides high quality, high sitgieams of 72 MeV

IThe maximum extracted energy possible from a DC high voltage acceldrased on air insulation is roughly
800 keV.

25
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protons (37.1% of light speed). The Injector-2 cyclotron was built tdagpthe multi-particle,
variable energy, Injector-1 constructed by Philips, Eindhoven. Sirecedmmissioning in 1984, it
has provided beams of 72 MeV protons to be injected into the 590 MeV rirgtoye.

The ring cyclotron is a seperated sector cy-
clotron with a fixed beam energy of 590 MeV
(78.9% of light speed), built by PSI and com-
missioned in 1974. The 72 MeV beam from the

Injector-2 cyclotron, enters from the back of the

(a) Cockcroft Walton Cascade to provide 800 keV. cyclotron and is injected into an orbit in the center

b ) e of the ring. The protons are accelerated over 186
revolutions and extracted with their full energy
in the foreground of Figure 3.1(c) [2]. The pro-
ton beam current is 2.2 mA DC. The accelerator
frequency is 50.63 MHz, which corresponds to
a time-between-pulses of 19.75 ns, with a bunch
width of ~0.3 ns.

Secondary beamlines at PSI provide pions
and muons to experimental aréasThe primary

beam of protons is steered towards a 4 cm long

\ ¢
eX
" \

- rotating cone of polycrystalline graphitéFig-
(c) 590 MeV Ring Cyclotron.

. ) ure 3.2) where the collisions between protons and
Figure 3.1: The three main stages of the PSI proton ) P

accelerator [2]. . .
carbon nuclei occur with a center of mass energy

2The PEN experiment was situated in thig1 area and used theE1 beamline.
3Target Station E, for the French word “Epais” meaning thick.
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greater than the pion mass, 140 MeV/c. Pions are created and extragtethé& target in the for-
ward direction at an angle of 10There are three slit systems in the beam line to control either the
beam intensity by reducing the angular acceptance of the beam, or the monerid acceptance

and hence the momentum resolution of the transported beam.

Figure 3.2: The graphite pion production target [2].
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Experimental Hal

Figure 3.3: Layout of the accelerator facility at PSI.
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3.2 The PEN Detector System

The PEN detector system is basically an upgraded version of the PIBEfB&tdr [31] that was
used from 1999 to 2004 to measure the beta decay of the pior; lev [62], and the radiative
decay,t" — e"vey [18]. This chapter will give a brief overview of the entire PEN detectathw

emphasis given to new detector components that were added or upfpatiéd experiment.

(a) Photograph taken during the assembly of the PEN(dEPEN detector system in 2010 with the lead shielding
tector system in 2007. house rolled away allowing us to view the thermal house
surrounding the main detector region.

(c) Photograph from 2007 with the lead shielding house in
place.

Figure 3.4: Photographs of thetEl area taken from the gallery hall (southeast) with the PE¥edtor
system in various stages of assembly.
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3.2.1 Beam Tracking

Magnets steer the pions from the production target torthgé area. Bending dipole magnets and
collimating slits are used to select pions with a specific momentum, typically betweamd’0
85 MeV/c. The first detector the pions reach in t&l area is an active plastic scintillatahat we
call the forward beam counter (BC). The thickness of the BC was isetk® 3 mm from the 2 mm
counter used in the PIBETA experimentt is located at the center of a beam collimator, first sur-
rounded by a small tungsten collimator, which in turn is surrounded by & k@@ collimator. The
bending dipole magnets are tuned to allow pions to pass through the 7 mm collimaingvhile
positrons are stopped in the lead since they~a4® mm from the pions in the horizontal plane. The
beam counter is wrapped in 3M VM2000 Radiant Mirror Film, a completely metallic multi-
layer polymer film, 63.5um thick, to ensure all the light reaches the pair of 1-inch photomultiplier
tubes attached to the top and bottom of the scintilltor. The PMTs are housedlarghdead col-
limator itself. Figure 3.5 shows the vacuum beam pipe with the signal and bitgge cables for
the BC PMTs entering the top and the bottom of the vacuum pipe.

After passing through the forward beam counter, the beam particlestipagigh a series of
three focusing quadrupole magnets. The focused beam now entersith@ BN detector region
where it leaves the vacuum pipe through a thin window and enters thedéeg@unter.

In 2008 a four-piece wedged activdegrader (WAD), placed 3 cm upstream of the target, was
used to provide information regarding thg coordinates of the incoming beam particle. The idea is
to have two pairs of scintillator wedges tapering from 5.0 mm to 1.5 mm with the treskofeeach

pair of wedges summing to a constant thickness. The ratio of scintillation lighiuped in each

4Bicron/Saint-Gobain: BC 408 [21]
5A 1 mm counter was used in the PEN development run in 2007, but resmléedinsufficient energy resolution
6BC 408 plastic scintillating material wrapped in i thick 3M Radiant Mirror VM 2000 reflective foil [3].
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wedge of a pair is used to determine how far from the detector axis the keréinigis. A ratio of

1.0 corresponds to the detector axis, assuming the wedges of the degeaderfectly aligned.

Figure 3.6: Cross sections of 2008 PEN Detector Systém shows a slice through the y-z plane showing
the wedged active degrader (WAD), active target (AT), wiranabers (MWPC1-2), plastic hodoscope (PH),
and Csl calorimeter (Csl)b) is a slice through the x-y plane showing the 20 hodoscop&stav

Each degrader wedge was glued to a bent acrylic light guide and opticallyled to indi-
vidual Hamamatsu R7400U photomultiplier tube (PMT) [29]. Comparing thesasEthe single-
photoelectron line with the through-going signal on a digital oscilloscope we deduced an average
light response of 160 photoelectrons/MeV for each degrader wédgelight response of all four
wedges is digitizetiat 2 GS/s and recorded for every event, resulting in a 0.9 ns rise time and a

2.1 ns decay time.

"Acqiris High Speed 10-bit PXI/CompactPCI Digitizer, Model DC282 [57].
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0 12.00 mm

Figure 3.7: Cross section through the central de- Figure 3.8: Wedged active degrader cross section
tector region indicating the locations of the inner for the left and right wedges. The top and bottom
MWPC, the wedged active degrader (wAD) and its wedges have the same dimensions with the excep-
mounting to the end of the vacuum beam pipe, astion of a 15 mm overlap diameter (as opposed to
well as the air light guide between the active target the 12 mm overlap diameter for the left and right
(AT) and photomultiplier tube (PMT). wedges).

This configuration requires a thicker degrader
overall to ensure enough thickness at the tips of the
wedges to give enough scintillation light. The draw-
back of this 13 mm thickness as opposed to the 5 mm

single piece degrader used in the 2007 development

runs is that a higher beam momentum is required
Figure 3.5: The forward beam counter, BC, is
located inside the vacuum pipe. to get the pion to stop in the target, resulting in
more nuclear reactions in target. More material also
causes an increase in multiple scattering of the pion, thus decreagmagition resolution.
After the beam patrticle passes through the degrader it enters the aogiee(#&l). The beam
momentum was chosen such that the pions will deposit enough energy iegtaeldr that they will

come to a stop at the center of the target. The target is a cylinder made of sougtitiastié with

a 15 mm length and a 15 mm radius. When the pion decays at rest into a muannadrino,

8Bicron/Saint-Gobain: BC 418 [21]
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Figure 3.9: Drawing of the wedged active degrader.

the monoenergetic muon travels 1.38 mm, entirely inside the target. The stoppeduiliisubse-

quently decay into a positron that exits the target. The light collected by the’ RiEched to the

target via a light guide is digitized and recorded for every event.

9Hamamatsu H2431-50
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© (d)

Figure 3.10: Photographs of the wedged active degrader. (a) and (b) steofour wedges together with the
mounting allowing small photomultiplier tubes to attachtie ends. (c) and (d) show an individual wedge.
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3.2.2 Decay Tracking

Surrounding the target are two concentric cyclindrical multi-wire propoafichambers (MWPC1-
2). The inner chamber has a diameter of 12.5 cm and the outer chambedibhaseter of 25.0 cm.
These wire chambers give precise tracking information for chargettlearonly, as neutral parti-

cles (mainly photons) are not detected.

(a) Drawing of the PEN detector system. (b) Photograph of the PEN detector system.

Figure 3.11: Drawing (a) and photograph (b) of PEN detector system dutiregrefurbishment in 2007. This
figure shows mainly the 240 crystal Csl calorimeter, the phutltiplier tube bases, the support structure,
and ducts for temperature control.

The outer wire chamber is surrounded by twenty staves of plastic scintiflatbich together
form the plastic hodoscope (PH) system. The thickness of the stavesamaasad from 3.25 mm
to 4.0 mm for the PEN experiment. The original staves suffered signifiealidtion damage and
aging. Light guides and photomultiplier tubes are attached to each end df soindillating staves.
As a charged particle passes through the hodoscope, time-to-digitartamsv(TDCs) record the
time of the light pulse, and amplitude-to-digital converters (ADCs) recorcetiezgy. Since the

hodoscope is cylindrical and the secondary tracks are radial, it helgetenergy loss per distance

10Bjcron/Saint-Gobain: BC 408 [21]
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travelled, d&Epp/dxpn, instead of jusEpy. The staves are 0.4 cm thick so the distance travelled
becomes ®= 0.4cm/sinB, and(dE /dx)py = EpySin®/0.4cm. The minimum ionizing positrons
give a narrow peak, while the protons exibit quenching [45].

Next in the sequence of decay tracking de-
tectors is the 240-module pure-Csl crystal sphere
shown in Figures 3.12 and 3.13. The crys-
tal calorimeter collects energy deposited by both
charged particles and photons covering a total
solid angle of 077 x 4mt sr. The inner radius of

the calorimeter is 26 cm and the axial length of

the modules is 22 cm. The positron usually anni-

Figure 3.12: Three dimensional view of the 240y; 305 within about 1 radiation length, producing
segment pure-Csl crystal calorimeter. Ten “veto

crystals surround the upstream and downstream
beam openings. Bremstrahlung and a photon shower. The crystals

are approximately 12 radiation lengths thick and
contain most of the shower. Unfortunately, some shower photons mayesand we are unable to

record the full energy.
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Figure 3.13: Mercator projection of the 240 pure-Csl crystals in the caiweter as seen from the target.

3.2.3 Triggers

Analog PMT signals from detector elements are split into two branches, omigger the data
acquistion (DAQ) system, and one to digitizing electronics. This sectionidesdhe trigger logic
used to decide when to write data to disk.

A time coincidence between the forward beam counter and the two downsdezggader wedges
(right and left), adjusted for the time difference corresponding totthéme-of-flight between the
two detectors, indicates that we have a pion stopping in the target. The BEDDRand their
coincidence signal are shown in Figure 3.14. The beam pions travel shmghr than the remain-
ing beam muons and beam positrons and are easily separated by dogdides-of-flight (Figure

3.15). We refer to this coincidence signal as

nSTOP= BC- (DR DL )High Threshold; (3.1)
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Table 3.1: Thent™ stopping rate in 2008.

nSTOP Rate (kHz) Run Range

15 83580-84176
21 84177-84237
29 84238-84555
41 84556-84617
28 84618-84812

where “High Threshold” indicates that we required a minimum amount ofggrterbe deposited
in the last two wedges to consider that beam patrticle to be a pion. Half waygtihtbe 2008 data

collectiort! we required further coincidence with the target,

nSTOP=BC- (DR DI—)High Threshold TG TLow Threshold - (3.2)

Figure 3.14: Coincidence between forward Beam Figure 3.15: The BC signal contains three dis-

Counter and Degrader. Top trace = BC, Middle tinct pulses. By aligning the coincidence with the

trace = (DR - DL), Bottom trace = Coincidence. degrader signal one can select the particle (pion,

Oscilloscope is triggered on the coincidence. Verti- muon, positron — left to right). Top trace = BC, Bot-

cal scale: 400 mV/div. Horizontal scale =20 ns/div. tom trace = (DR- DL). Oscilloscope is triggered on
(DR - DL). Vertical scale: 300 mV/div. Horizontal
scale = 10 ns/div.

The STOP signal normally triggers the formation of a long logic signal cat€diTE. The
width of the gate signal determines the amount of time the electronics will reataidat that event.

Figure 3.16 shows the BC, (D®L), andtGATE signals for a single event.

111STOP was changed starting run 84176.
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We can't just start recording the data arriving after the gate opensivaite we would miss the
beginning of the event. Therefore the data branch is delayed with tdspee trigger branch. For
the first half of 2008 data collection the data branch was delayed suchée@TOP occured 25 ns
after the gate opened. For the later half of 2008 the delay was reduc8dto The gate was open

for approximately 250 ns.

Figure 3.16: ThemGATE signal for a single event. Figure 3.17: Target pulse for a single event be-

Top trace = BC, Middle trace = (DRDL), Bottom fore and after shaping. Top trace = Original TGT

trace = mtGATE. Vertical scale: 400 mV/div (top), signal, Bottom trace = Shaped TGT signal. The

700 mV/div (middle), 500 mV/div (bottom). Hori- shaped TGT signal was first implemented in 2009

zontal scale = 50 ns/div. and is is sharper, with less tail. Vertical scale
= 30 mV/div(top), 80 mV/div(bottom). Horizontal
scale = 20 ns/div.

Since therr — e events occur roughly a thousand times less frequentlythanu — e events
we must be smart about the events we chose to record. Every time the sygtepts an event,
there is an associated “dead time” while the system collects the informatiorsjgonding roughly
to the 250 ns that the gate is open. If we were to record ex&HOP we see, we would collect
too few t — e events and the experiment would take too long. The solution is to include the
energy deposited on the decay side of the event into the trigger. We caretwd all events with
an energy above a certain threshold (predominately e events) and prescale events below the
threshold (predominately — 1 — e events).

In 2008 the PEN experiment still used the field programmable gate arra@A@)Ras in the
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PIBETA experiment and looked at the energy of the individual cluste@sbcrystals [31]. These
FPGAs took the OR of the energies in the 60 clusters of Csl crystals to degetinainy of them
had energy above threshold. When that occurs in coincidence wiBAd E, a high-energy trigger
fires,

TRuiigh = EQerve Teshod nGATE . (3.3)

For other events that don’t have high enough energy deposited in theal®smeter, hits in the
hodoscope are considered. The FPGA was already programmed witle préMcale factor for
the TtGATE signal. Using this software to take the coincidence between a hit in theshope
and prescaledGATE gives a low-energy trigger for only 1 out of every 16 of suckrdg. The
1/16 software prescaling wasn't enough of a data reduction so we impledhan additional 1/4
hardware prescaling to the hodoscope signal resulting in a total préactdeof 1/64 for the low-
energy trigger,

TRE§W1:64: =) Eﬁ 14 GATEPS 116 (3.4)

The Csl energy threshold varied slightly throughout 2008. Therelereanges with the threshold
sett050.9, 51.2, and 50.5 MeV. Additionally, only the 220 full-sized crystadsn the trigger logic,
so the rings of veto crystals don't contribute to the trigger.

In September of 2009 the summing of the Csl crystal energies changedHeccluster logic of
PIBETA to a new implementation involving different groups of neighborse 2809 high-energy
trigger also required a hodoscope coincidence. The target signedTiOP was also shaped to
provide a faster rise-time and to allow us to use hardware to search fesdlgomuon in the target,

see Appendix A.
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Figure 3.18: Target signal triggered with “no  Figure 3.19: Target signal triggered on (Pkk
muon” signal, selectingt — e events. Oscilloscope AND iSTOP). Oscilloscope persistance for 5 sec-
persistance for 5 seconds. The distribution is almost onds. The length of the distribution extends for
completely gone at 100 ns. The pronounced pulse isthe full tTGATE width. The pronounced pulse is
the positron signal and the peaks to the left of the the positron signal and the peaks to the left of the
positron are the pions. Vertical scale = 30 mV/div. positron are the pions. Vertical scale = 30 mV/div.
Horizontal scale = 50 ns/div. Horizontal scale = 50 ns/div.

3.2.4 Revamped Slow-Control System

The Slow-Control System was completely re-
designed just prior to the 2008 data collection run.
This system was responsible for controlling and
monitoring high voltages, temperature, water and air
flow for humidity regulation, and gas flow for wire
chambers.

The heart of the slow-control system is the SCS-
200, a PSI designed monitoring and control inter-
face. It contains both voltage and current sensors

as well as an Ethernet connection that allows us to

Figure 3.20: A portion of one of the NIM elec-change set point values remotely.
tronics racks located in the climate-controlled

Electronics Hut. The slow-control system regulated the high volt-

age applied to the PMTs attached to all beam coun-
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Figure 3.21: Schematic diagram for the slow-control system.

ters and Csl crystals. The temperature was regulated in the main deteaoriresjde the thermal
house as well as between the thermal house and the lead shielding hemgerdture sensors were
mounted to the inner and outer surfaces of four Csl crystals, 22, 83ahtl 174. The locations of
these crystals are shown in figure 3.13. The temperature was also rdgnl#te electronics hut,
and the temperature of the high voltage supplies was monitored. The main detgido (inside
the thermal house) also had humidity regulation. The SCS-200 also contitudlggs flow for the

two cylindrical MWPCs and later for the miniature time projection chamber as well.
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3.3 Moadifications to the Detector Subsystems in 2009-2010

| have described the experimental set up as it was in 2008. As the dationlleroceded, collabo-
rators devised new methods to make the data cleaner. In particular, thedvecitye degrader was
replaced with a miniature time projection chamber (mTPC), resulting in a significargase in
beam particle lateral tracking resolution. Not only was the tracking moggaebut the wAD was
replaced with a much thinner single-piece degrader, reducing the effquitsn multiple scattering.

The trigger logic was completely redesigned. In September of 2009, weveehtibe Csl en-
ergy clustering logic as it was implemented in the days of PIBETA and repiaeéth grouping
Csl crystals with their neighbors. The energy threshold was then triggeréhe sum of all 220
full-sized crystals directly, rather than pre-defined clusters. Afterogramming the FPGA unit
(LB102) to enhance the trigger coincidences we received spurialissarmittent double pulsing
of our trigger bit. We decided to replace the trigger logic with hardware rdttaa the software
based FPGAs. Appendix A shows all of the updated trigger diagramsedisrarmce.

We decided to form a dedicated trigger to collect mare» e events in the low-energy tail
region. Doing so, we implemented a “tail trigger” by accepting events with logrgy triggers and
missing the 4.12 MeV muon pulse in the target waveform. We performed shafiting target pulse
in hardware (Figure A.10) which gave a faster rise time and faster fall tittlesyiag us to better
separate a muon pulse possibly existing after the pion pulse. This logidditioorwas referred to
as the “muon veto” in the schematic diagram shown in Figure A.11. Another iraprent was the
implementation of a strobe signal in order to force all triggers to have the $lasi¢ Hodoscope)
trigger timing, thus reducing the possibility of an associated systematic untgfi@im trigger-

time walk (Figures A.7-A.9).



Change is inevitable. Change is
constant.

Benjamin Disraeli

Chapter 4

Calibration and Temporal Stabilization

Many measured quantities in the PEN experiment change over time. The smaasis are affected
by external influences as well as intrinsic detector properties. We maisum&nowledge of physics
to stabilize the variation in these measurements, and in doing so we introducatcatiparameters.
There are three types of parameters used in this analysis: Type A pamsirete to be determined
from a replay analysis of the data but should be constant in time (e.qg., thiegetation between
the two MWPCs), Type B parameters should be constant for large sais®&0 we only store a
few values and the run numbers at which they change (e.g., the targ@mpo3ype C parameters
may possibly change for every run (e.g., the detector gains), so wetlséonein calibration offline
database (.codb) files and load the values during subsequent an#étysegeral cases, calibration
parameters depend on the values of other parameters. Thereforeysingetermine the parameters
in several stages. Four calibration passes were deemed necesad#ficientgly stabilize the PEN
data.

For the 2008 data set we will be concerned only with measurement datatedllgiter the

insertion of the wedged degrader, corresponding to runs 835802848

44
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4.1 Initialization

The first step in any analysis is to define the reference coordinate systemesponds to the beam
direction, x is beam left (left when facing downstream), angs up. We have chosen to use the
multi-wire proportional chamber coordinates to define the origin of our Bys&nce we have two
such chambers, each with its own intrinsic coordinate system, it is possittheeftwo structures to
be physically mounted in a misaligned fashion. Therefore we have devisguhiemeters to check
the relative rotation, using the distance of closest approach (DCA)loagitudinal displacement
(zg‘i”O’) of the MWPC. If the wire chambers are aligned, the distributions of eaatredisle should

be symmetric about the origin and independent of the beam’s stop positiodefilie,

DCA=2n;—ny and 4.1)

. —221 forz>17
zI'OTIII’I’OI’ — (42)

2z1 — 2o otherwise,
wheren; andn, are the hit wire number of the inner and outer chamber, respectively; sl z,
are the axial positiorgf determined from the inner and outer chamber, respectively. The faic2or
arises in (4.1) because there are twice as many wires in the outer chantbereaare in the inner
chamber. The factor of 2 in (4.2) is due to the fact that the outer chamtliesria twice as large as
the inner chamber radius. If the beam stop position is nag at 0 then two peaks will emerge and
should be symmetric abomg = 0. The same is true with DCA for stop distributions not uniformly
distributed in azimuthal angle, The mean values of these distributions were found to be consistent
with zero, hence the two wire chambers are not misaligned, and no con®atie necessary.

The readout of some of the anodes on the wire chambers were nohdéspoand some died
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during the data taking. The “dead” anodes were determined and takercauiord.

The plastic hodoscope detector is used for very precise timing of the posiirfoerefore it
is essential to align each of the forty TDC values, from PMTs attached tokhenids, to each
other. Any mismatch in timing may be due to different cable lengths, internalldigmesit times
of the photo-multiplier tubes, or varied calibrations of different TDC cledgim the electronics.
These 40 time-offset corrections were found and range frahb47 ns to 1.946 ns. Next we
determined a coarse conversion between ADC channel and MeV folastechodoscope energies.
We found this value to be 0.0045 MeV/channel. The fine adjustment may varyime depending
on conditions such as applied voltage to the PMTs and is determined in thalfiipsation pass.

Similarly, a coarse conversion factor of 0.0381 MeV/channel was detethfor the energy
measurments of the Csl calorimeter ADCs. The fine, run-dependent satibitizand calibration
of the Csl energies is done in its own calibration pass discussed in Sectiobpi® the time of
writing this dissertation, it was deemed unnecessary to calibrate the Csl TDE, tséhey were

calibrated precisely enough during online data collection.

4.2 Calibration Pass 1
The mean rangeR,, that the pion travelled in the target is deduced using the forward-badkwa

asymmetry in the positron energy loss in the target, and is given by the formula,

EWP
R.=15 % mm, (4.3)
£ 4 O

where the length of the targetis 15 mm Eﬁ'ﬁff andﬁgfwn, Figure 4.1, are the mean energy deposited

by positrons projected onto tteaxis exiting the upstream and downstream faces of the target,
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Figure 4.1: Positron energy projected onto the z axis for trajectorieing upstream (left) and downstream
(right).

respectively. The variation &, from run to run is shown in Figure 4.3.

The absolute stop distribution is read immediately from zhedistribution shown in Figure
4.2, wherezy is thez coordinate of the origin of the positron track deduced from the wire chambe
information. Thezj distribution only contains tracks with a direction perpendicular to the beam
axis, i.e., 85 < 8 < 95°. The target center in thedirection is therergt = z5 — Ry + Ltgt/2 mm,
whereLtst = 15 mm is the length of the target along thdirection.

The center of the degrader in thelirection is also deduced using the distribution. The bin
contents of this distribution are set to zero if the content is below a certashibice Then the last
bin with entries before a continuous span of 20 empty bins is determined to dewinstream face
of the last degrader wedge. Subtracting half the degrader thicknesgitles the center of the set
of degrader wedgegpec. Figure 4.5 shows a discrete shift at run 84184.

The forty energies recorded by the ADCs on each side of the twenty phaxticscope staves

were roughly converted to MeV before the first calibration pass. Newt,sgstematic effects in
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Figure 4.2: 7, distribution for perpendicular tracks with low entry binstgo zero.

these gains, such as PMT high voltage drift, are corrected via an drfastyocalibration parame-

ters. As an example, Figure 4.6 shows the variations in the first two of theggpairameters.
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Figure 4.3: Meannt™ penetration depth in the target versus run number in 200& dltserved variations
are due to different beam momenta.
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Figure 4.4: z of the target center versus run number in 2008.
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Figure 4.5: z of the degrader center versus run number in 2008. The déesguenp occured when the

degrader was

moved during detector maintenance.
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Figure 4.6: A demonstration of the energy gain correction factors far plastic hodoscope channels, each
plotted versus run number for 2008.
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Calibration Pass 2

Once the mean penetration range of the pion in the taRjethas been determined for each run,
we are able to calculate the momentum the pion had upon entering the target.e \fife uange-

momentum relation empirically deduced from simulation [5, 6],

o ()" om “

Working backwards in steps, adding the mean thickness of each degredige, we are able to find
the mean energy the pion would have deposited in each wedge. Assumirgathepbofile is wide
enough and is roughly centered on the degrader, we can shift the meagy én each degrader
wedge, Figure 4.7, to be equal to the expected energy. Figure 4.8 siewaration in these four
gain parameters from run to run.

The next parameter is used to make sure

we obtain the correct time difference between zso

the upstream beam counter and the degrader®®

] ] 2500
Since we know the distance between the bear@
H00q

(=}
counter and the degrader we can calculate th%500

=4
time it would take a photon to travel between 100d

500

the two counters. At our operating momentum,
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positrons travel very close to the speed of light. T¢* Energy in the Deg Wedges (approx. MeV)

mL\H\‘HH‘HH‘HH‘HH‘\\H‘HH‘T

Selecting positrons in the beam and adjustir'fdﬂure 4.7: Fits to the uncalibrated wedged degrader
energies, with Bottom (red), Top (blue), Right (green),

tgc allows us to determine the time-offset cor-Cft (black).

rection for the upstream beam counter for each run, Figure 4.9.



CHAPTER4: CALIBRATION AND TEMPORAL STABILIZATION

52

Deg T Gain (MeV / ADC ch) Deg R Gain (MeV / ADC ch) Deg L Gain (MeV / ADC ch)

Deg B Gain (MeV / ADC ch)

1.15 =

11

1.05

0.95

0.9

0.85
1.15

11
1.05

0.95
0.9

0.85 —
1.15 &=

11

1.05 |—

0.95
0.9

0.85
1.15

11
1.05

0.95
0.9
0.85

" 1 " " " 1 " " " 1 " " " 1 " " " 1 " " " 1 " " " 1 " "
83600 83800 84000 84200 84400 84600 84800
Run Number

Figure 4.8: The run dependent energy gain factors for the four degradstges.
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Figure 4.9: Shift in the Beam Counter timing deduced from the Beam Cotmfeegrader time-of-flight,
plotted versus run number for 2008.
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Figure 4.10: Run-dependant target energy gain correction factor in 2008

The final parameter determined in pass 2 is the gain of the target enetgwésrievel analysis
and histogram filling in the analyzer program. This target energy gain isndigted such that the
integral of the digitized waveform around the monoenergetic muon pulsgdsegd 2 MeV. The gain
variation is shown in Figure 4.10. A similar parameter is calculated again in pass 4

After the gains of each of the degrader wedges are calibrated in passa2e able to determine
a Type A parameter (constant for all runs) that will correct for the ligtliection efficiency in the
wedges. The light collected depends upon the part of the wedge thwhigh the pion traverses
and the shape of the wedge itself.

The predicted energy that the pion will deposit in the target is obtainedlbylaang E¢" =

E. — EPEC, whereE, is determined from the time-of-flight between the beam counter and the
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Figure 4.11: Ratio of actual pion pulse amplitudes to predicted pion epumplitudes, demonstrating the
extreme variation in light collection efficiency throughdue wedges of the degrader (left), and the accuracy
of the predicted pulse amplitude after the correction hasrbapplied (right). The dashed circle shows the
geometrical overlap boundary among all four degrader wedge

degrader. This energy is then converted into the amplitude that we exs o the target wave-
form. Taking the ratio of actual pion pulse amplitudes to predicted amplitudesifealues ofx
andy demonstrates the variation in light collection efficiency throughout the veedgean be seen

in Figure 4.11 (left). Including thig, y dependent correction to the degrader energy allows the pion

target energy prediction to be more accurate and uniforyinas shown in Figure 4.11 (right).

Calibration Pass 3

We've already determined the axialcoordinates of the degrader and target centers. Now we'll find
the lateral offsetsg andy. To determine the center of the degrader with respect to the wire chambers,
we consider only events in which the beam pion underwent a hardordtiaiean the degrader

resulting in a proton track reconstructed with the MWPCs. Restricting o@séivapproximately
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vertical proton tracks,

70< @ < 110

250< @ <290

and tracks within 2 ns of the expected pion stop time, we ploktedue of the distance of closest
approach to the detector axis (using wire chamber location as the redreigure 4.12. The mean
value of this distribution gives the offset of the degrader center iw thieection for each run, Figure

4.14. Theyy offset is found analogously from proton tracks in the horizonal diraestio
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Figure 4.12: Distributions of the ¥ of protons travelling vertically (left) andgyof protons travelling hori-
zonally (right), used to determine the center of the degradthe MWPC reference frame.

Now that the center of the degrader is determined with respect to the MWHE $ivial to
find the offset of the target relative to the degrader. Again, we conpid¢on tracks from hadronic
reactions in the degrader. This time we restrict our study to those trackgisharaze the front
face of the cylindrical target, but still form tracks from two wire chambiés.hThese restrictions
result in the ring of events in the latepay plane shown in Figure 4.13. We wrote our own circular

objective function for &2 minimization. For each run, we fit a circle with radius fixed at the target
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Figure 4.13: To determine the target’'s position in
the x,y plane, a circle with the target’s radius is fit
to the points where the proton tracks cross the target
face.

radius to the ring of events. The center of the circle represents the tdigett with respect to the

degrader. The lateral offsets as a function of run are shown in Figlise
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Figure 4.14: Center of the degrader in the x and y directions versus runbarimn 2008.
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Calibration Pass 4

Calibration pass 4 is used to calibrate the initial values in the fit Section 5.2) toditizestl target
waveform. Several fit parameters (such,aandte) are fixed to the predicted values, so having an
accurate prediction is critical.

Since this pass is the first to execute fits to the waveform, we must first de¢ethartarget
waveform response shape due to a charged particle. The wavdfape gself is formed mostly
from collected photoelectrons and contains artifacts due to improperly te¢adinannections, im-
perfect contacts, etc., which may appear or disappear at various goiimg the data collection.

The task is to determine the shape of the pulse from a single event includmgdisof the
decaying tail as possible. Pions and muons decay too quickly, and thbtdapgrticles from the
decay create peaks in the tail. Positrons trigger for the waveform lieagorahd occur too late in
the recorded waveform to use them. We have chosen to use protons irgite@ostly created by
pion-nucleon reactions in the degrader or target itself. We can cledabt peotons that occur early
in the waveform, without additional pulses riding on their tails. We averabepes from prompt
events with recorded proton target energies between 5 and 15 MeV.

To check whether the target waveform response shape changesurnoto run, we used the
Kolmogorov-Smirnov test. This test is a nonparametric test for the equalitprdfnuious, one-
dimensional distributions [30], thus giving us a quantitative comparisondmtva sample and a
reference distribution. Our reference shapes were taken to be ttegjasef response shapes from
groups of consecutive runs found to have the same response. Thed@ov-Smirnov probability
approaches 1.0 when the distributions are the same, and 0.0 when theynadifferent. Using
a reference waveform taken from the first group of runs in 2008, @mparing that reference

waveform to every run in 2008, in Figures 4.17 and 4.18, we clearlyastectianges in the response
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shape as time went on. There are seven groups of runs in 2008 wittedtffesponses as shown in
Figure 4.16. The first reflection occurs after 64 ns, which suggesisarfect impedance match at
the end of a 32 ns cable; possibly a reflection back and forth to the PMT Basther reflection is
roughly at 210 ns which could originate from the positive ion signal in th& Figure 4.19 shows
that using the correct reference shape for each group gives a gohme Smirnov probability of

~1.0 for the whole data set.
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Figure 4.16: The seven target waveform response shapes for year 2008nSg¢teshows the same distribu-
tions in more detail.

Once the response shapes are known, we can design filters to tnaresfoh response into a
Gaussian peak. The filtering techniques will be described in detail in Séction

In the previous calibration passes, 1 to 3, all observed quantities useetliotppulse times and
amplitudes (energies) in the target waveform were calibrated. It is pessdwever, to improve the
predictions with an additional calibration step. This step takes into accourilugtuations of the
voltage applied to the target scintillator PMT or possible modifications to the ugéatkxtronics.

We performed a three-peak fit to the filtered target waveform selectiygron> 1 — e events

with three well-separated pulses. This fit allows all parameters for edsk fube free in order
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to obtain the best time and amplitude of each pulse. The difference betwefintittnes and the
predicted times gives accurate offset corrections for the pion and@ogitise times, Figures 4.20
and 4.21. The ratio of fit amplitude to predicted amplitude results in the calibratimactions
to the pion and positron pulse amplitudes. In addition, we determine the sctdebgiaequiring
the integral of the monoenergetic muon pulse to be equal to 4.12 MeV. Thisgaiction as a
function of run is shown in Figure 4.22.

Since the filtered waveform pulses closely resemble Gaussian pulsepfithreeaxists to fit the
waveforms with analytical Gaussian pulses. As the response shapgkeaaathange for different
run ranges, we must then determine the standard deviatjiofithe Gaussian pulse for each particle

and for each run range. Thevalues are plotted versus run number in Figures 4.23-4.25.
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Figure 4.17: Kolmogorov-Smirnov test for each run, using the averagpapse shape from the first group

of runs as the reference distribution.

% _ T T T T T T T T 7
% 1 :— """""""""""""""""" mmgukwwu{%-ﬁf """""""""" ]
a 0.8 ettt e et ;.'...'5 ............................. ]
> ~ . -
O — —]
S IO JOOOO OO SO .
£ 06 - s
% o ! ]
8 0.4 i e —
) L ]
8’ 0.2 IR N e A ]
£ Mﬁ‘ ]
X C AT S A T [ B B

83600 83800 84000 84200 84400 84600 84800

Run Number

Figure 4.18: Kolmogorov-Smirnov test for each run, using the averagparse shape from the third group
of runs as the reference distribution. The third refererscsiiilar to a few other later groups.
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group of runs as the reference distribution. Low values espond to runs with low statistics.
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Figure 4.20: Offset correction fort prediction versus run number in 2008.
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Figure 4.21: Offset correction ford prediction versus run number in 2008.
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Figure 4.22: Target waveform gain correction versus run number in 2008.
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Figure 4.23: Determination of the sigma for the analytical Gaussian besémbling the pion pulse shape.
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Figure 4.24: Determination of the sigma for the analytical Gaussian lbesembling the muon pulse shape.
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Figure 4.25: Determination of the sigma for the analytical Gaussian bresembling the positron pulse

shape.
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4.3 Csl Calorimeter Calibration

Of critical importance is the energy calibration of the Csl calorimeter. Mosh@fenergy of the
final-state particles (usually positrons) will be deposited in the calorimter. Vée tinerefore apply
gain correction factors to compensate for variations in high voltages appltbéeé photomultiplier
tube bases and variations in temperature of the crystals which affectsikdght yhe gain factors
translate the recorded values into physical energy deposited, in MeV.

The initial method for calibrating the Csl crystal energy gains was as foll&wauncalibrated
energy distribution for each crystal was created according to the cutsilistable 4.1. Two sample
distributions are shown in Figure 4.26. Since only events satisfying the lggjetdogic, see (3.3),
are plotted, we have a clear indication of the neccesity of this gain calibrafioa.uncalibrated
energy distribution for crystal 48, Figure 4.26(a), shows the thresdrolsghd 53 MeV, while crystal
49, Figure 4.26(a), appears to have the threshold set around 50TMe¥dpparent trigger threshold
level is dependent on both the high voltage applied the the photomultiplier totdekealight yield

of the individual crystals.
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Figure 4.26: Initial Csl energy calibration method for crystal®) 48, and (b) 49, demonstrating the lack of
precision in the method for crsytal 48.

This initial method then set the bin content of all bins with bin content less thé dfCthe
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Table 4.1: The old cuts for finding the upper Michel energy edge for usealibrating the Csl crystal
energies.

Cut Description
Crystal IDES®™)  Max. Energy is deposited in crystal of interest
TRuigh =1 Only high trigger events, see (3.3)
NpecayTrack= 1 One decay track
Decay Particle ID =€ Only consider positrons
LIeT>0 Require a valid target pathlength
ESH>0 Require energy in hodoscope

maximum bin content to zero in hopes that the only remaining peak was th#ttngd$tom the
upper edge of the Michel energy shape. The peak from the mona@itetg— e positron was thus
ignored. The resulting distribution was fit with a Gaussian and the mean \@ltieef Gaussian fit
for each crystal determined the gain correction factor to be applied satlthih Michel positron
upper energy endpoint was the same for all crystals.

As you can see from Figure 4.26(a), this method was not very precise.infrinsic resolu-
tion of some crystals was just not good enough, and problems arosetibigh voltage setting
for a particular crystal was significantly far from an ideal setting. It atsquires a stable trigger
threshold.

A new method for calibrating the Csl crystal energies was devised usinguriet waveform
analysis techniques that will be discussed in Chapter 5. Using fits to the weageform we were
able to get clean energy distributions from the monoenergetice positron thus obtaining the best
physical quantity with which to calibrate our detectors.

Now considering the same crystal 48, for the same range of runs, weaahfest — e selection
cuts in Table 4.2(b) to create the distribution with the sharp monoenergetic peak $n Figure
4.27(b). Unfortunately these cuts could not completely isolatetthe e process. Since that was

the case, the distributions were sometimes contaminatedwithy — e events and produced the
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peak of Michel events leaking into the high trigger sample. Figure 4.28¢@Wslrystal 8 as an
example. To overcome this drawback, we obtained a samplen — e distribution using the cuts
in Table 4.2(a). Thist — u — e energy distribution was then scaled down by a factor 0.003 and
added to ther — e distribution, producing the combined distributions shown in Figures 4.27(t)
4.28(c).

The resulting combined energy distributions were fit with a functigrronsisting of two parts:
a Crystal Ball function [68, 59, 38] fcg, and an analytical approximation to the sequential
u — e decay energy distributiorfg, .. The Crystal Ball function consists of a Gaussian peak
with mean,Erqta, and sigmag, and a power law tail. The Crystal Ball function is described in

more detail in Section 6.5.1. The function describingthe u — e energy is,

=N

fEﬂapﬁe

exp(Erotal) for Etotal < 2,
(4.5)

%9 | (Erota— p1)° (3— %) (1—erf(wm for 2 < Eotal < ps,

2

1000 exf ps — Etotal) for p3 < Erotal,

whereN is the normalizationp; are parameters governing the shape, and erf() is the error function.
In particular, p3 is related to the upper Michel positron energy endpoint. Typical valuethéo
parameters argy, = 3.36 MeV, p, = 44.23 MeV, ps = 53.21 MeV, andps = 1.37 MeV.

The new method is much more reliable and has better fit convergence. tiNdgss, due to
limited event statistics in several crystals for short run ranges betweérvbitage changes we
must visually inpect each fit. With this method, the mean of the Gaussian pag Gfritstal Ball

function, i.e., thet — e energy peak, is used to match the gains.



CHAPTER4: CALIBRATION AND TEMPORAL STABILIZATION 67

Table 4.2: The new cuts for finding th@) 7 — u — e and (b) = — e energy distributions. The two distri-
butions are then added to form a combined distribution wicfit with a Crystal Ball and Michel energy
function.

@)

Cut Description
Crystal IDES® ™)  Max. Energy is deposited in crystal of interest
Ax? <0 More like a 3-peak waveform, see (5.16)
X5 peak< 6 Reasonable 3-peak fit
N, candidates= 1 Restrictive cut removing background
NpecayTrack= 1 One decay track
Decay Particle ID =€ Only consider positrons
LI€T>0 Require a valid target pathlength
EPH >0 Require energy in hodoscope
(b)
Cut Description
Crystal IDES® ™) Max. Energy is deposited in crystal of interest
AX? >0 More like a 2-peak waveform, see (5.16)
X5 peak< 6 Reasonable 3-peak fit
NpecayTrack= 1 One decay track
Decay Particle ID =& Only consider positrons
LICT>0 Require a valid target pathlength

ESH >0 Require energy in hodoscope
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selectingt — e events(c) combination(a) and (b) along with a fit.
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Chapter 5

Target Waveform Analysis

Thanks to continuing advances in waveform digitizer performance ameasingly powerful data
acquistion systems it has become common practice to record complete sigral dfgearticle
detectors. The knowledge of the full waveform offers many advastagenpared to traditional
readout schemes using charge integrating amplifiers and fixed-threshivlg discriminators cou-
pled to amplitude and time digitizers (ADCs and TDCs). Both low frequencylibadtuctuations
and high frequency noise (oscillations) can be taken into account. Padécigfication by pulse
shape discrimination becomes straightforward. Deadtime-free time coineglbatwveen different
detectors are implemented by direct binwise multiplication of waveforms. Oyenigsignals re-
sulting from pulse pile up or decay sequences can be reconstructedyefolartion of this chapter’s

contents is also presented in a soon to be published paper [60].

A measurement of thae, branching ratio with 0.05% relative precision requires categorical

identification of the pion decay mode. Due to the energy resolution of the REd¢tdr, a sig-

nificant portion of ther — e events overlap with the several orders of magnitude more abundant

Michel positron events. As will be discussed later (Section 6.5), we nefatbitprecise probability

70
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distribution functions for each observable in our final analysis, anévery process existing in the
data. We will employ an in-depth analysis of our digitized target waveformessg

In Section 5.1 we present the finite impulse response (FIR) filtering of wawst The method
has been applied before to waveforms with much lower sampling frequefmiesxample in the
treatment of echoes in seismology [65] and acoustics [4], but is sodatigally unknown in the
particle physics community.

In Section 5.2 we discuss algorithms applied to the resulting filtered waveformsian to
identify overlapping signals. Fixegf fit parameters account for constraints on time and amplitude
of the signals involved. Such constraints on the fit parameters may be inff@ssfor the muon
amplitude int™ — u've decays at rest) or dependent upon additional information supplied by
other detector subsystems. In Section 5.2.1 we explairkfhfigting methods used in the PEN
experiment analysis. We demonstrate that different classes of evente caliably reconstructed,

even when signal pulses occur simultaneously.

5.1 Waveform Filtering

Particle detectors produce signals with intrinsic shapes depending nobmtie type of detector
but also possibly varying with type of particle, the temperature, chemicéhoonations, etc. Here
we focus on fast plastic scintillators (with a main decay component of 2-3hs)intrinsic signal
rise time is usually very short, on the time scale of the photon detector res@mtsean thus be
ignored.

In practice, the observed analog signals may show considerable dewi&tiom the intrinsic
light response, mainly because of variations in the path length of the scintiligtiotons until

detection with PMTs. The time it takes the scintillation light to reach the PMTs depamdhe
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detector geometry, the wrapping or coating, a possible wavelength saiftethe refractive indices
involved. Photons reaching the PMT photocathode are distributed statistcallpd the envelope
of the primary detector signal and these fluctuations have to be largelyateddor optimal energy
resolution.

Further distortions are caused by the response of the photocathaust{tirme spread of pho-
tomultipliers, after pulsing), amplifiers (finite bandwidth, ringing), transmiski@s, or impedance
mismatching. These effects show no statistical fluctuations and can thusfeetlggemoved by
signal filtering.

Filtering is a form of signal shaping which can be described by a convalutitegral,

at)= f(t' —t)-a(t)dt, (5.1)

with a(t) the input signal and/(t") the output signal of the filtef (t' —t). Most familiar are simple
passive filters based on RC networks or clip cables for which analytiessins can be derived in
many cases. Such analog filters are limited to real time applications.
For digitized signals the convolution integral turns into a sum, and (5.1) ttesstao a vector
equation,
n+Mp

w[n| = > fln—m-wm (5.2)

m=—M
where vectorsv[m| andw [n] represent the digitized input and output waveforms, respectively. The
filter array f has been truncated M, forward bins and extended to inclul#e bins describing tails
“running back in time” (known as acausal filtering, see below). The emicthe array boundaries
M1 andM, depends on the application. In case of offline software filtering the wawesf them-

selves are finite in most cases and care has to be taken that the re@yided next to the signal
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region of interest are sufficiently wide to accomodate the filter array.

The filter described by (5.2) is known in the literature as a finite impulse resg@iiR) filter of
orderM = M1+ M — 1. FIR filters with all but two coefficients equal to zero can be used to remov
the reflection caused by an incorrectly terminated transmission line. Low eteetronic FIR
filters are used in real time to suppress multiple reflections (ghost signal¥)limoadcasting [70].
FIR filters of order 20—40 have been realized in field-programmable gatgsaFPGA) to remove
unwanted reflections in radar signals [51].

Higher order FIR filtering is so far limited to offline data processing applicatitmthose cases

the filter coefficients can be carefully calibrated and adjusted when camslitttange.

5.1.1 Waveform Filtering in PEN Analysis

The PEN experiment data analysis requires distinguishing: e™ events from thet™ — u* — e*
decay chain. Digitized waveforms for a large set of pion decay eventsbaugliably sorted into
one of the two categories in order to reveal the low-energy “tail” of therakter response to
the 69.3 MeVnrt — e positrons, otherwise masked by the positrons from muon decay. In this
experiment the muons live entirely inside the target. Therefore we relyilheavdigitized target
waveform analysis to distinguish between the two pion decay modes.

We use data recorded by the PEN experiment to illustrate the method of filtesoghu= in the
previous section. In this experiment an85 MeV/c " beam passes through a thin beam counter
and a four wedge-shaped degrader counters before stopping iste gleintillating target. The
scintillation light from each of the six detectors is recorded with waveforritigggs' for offline

analysis. A clean measurement of the target waveform response fuictbtained by selecting

1Acqiris High Speed 10-bit PXI/CompactPCI Digitizer, Model DC282. 4 @ifels, each with 2 GS/s.
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Figure 5.1: Filter Array, f[n] used to shape target Figure 5.2: Original and filtered target wave-

waveform. forms, showing tha — . — e decay sequence with
slightly overlapping pulses in the raw waveform,
and completely isolated pulses after filtering.

pion reactions with protons in the final state since these events lead to a siggtestgnal without
delayed decay products (see Figure 5.3). The determination of theneesploape and its variation
during data collection is discussed in more detail in Section 4.2.

The raw waveformw not only shows various exponential components and reflections in the
trailing edge but also a small “shoulder” on the rising edge. The signalrfalish slower than
expected from the primary detector signal, so its shape is completely dominateé bmpulse
response of the system. The shoulder has been observed beforgtamphiplier signals and is
explained by electric cross talk in the final dynodes of the photomultiplier wieiabhes the anode
electrode ahead of the slower main signal.

The filter coefficients were numerically optimized in an iterative procedureddyce a Gaus-
sian output waveform/' of given sigmao,y. A Gaussian shape is advantageous for the following
fitting procedures. The width of the resulting Gaussian distribution was mininieéoe point

where the energy resolution starts to deteriorate. As is illustrated in Figut&is.dituation was
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reached ab,, ~ 3.0, which corresponds precisely to thef a Gaussian fit to the rising edge of the

unfiltered pulse.
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Figure 5.3: Averaged target waveform response Figure 5.4: Muon energy resolution versus sigma

shape ¢) and the result after filtering-(). The in- of the Gaussian filter output. The horizontal band

set shows the reflections in the tails in more detail. illustrates the resolutiond = 4.95%) obtained with
the raw, unfiltered waveforms.

Figure 5.1 shows the corresponding filter arfawyith order 430 11 = -80,M> = 349). Around
n= 80 the distribution resembles the sing= LQ” wavelet which describes the ideal low-pass filter
associated with our 2 GHz sampling frequency. Whereas the periodicite diftdr coefficients is
maintained over the full array, the amplitude modulation deviates strongly frerty thdependence
in the sinc function, reflecting the irregularities in the trailing edge of the in@weform.

The filter, f, was developed using an iterative procedure. The initial filter was ay afrzeros

with the exception of one entry which was equal to 1, which when applied twakieform did not

change it. The differencel, between the filtered response shagepf our system and the desired
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Gaussian shapg, was used to build the filter as in (5.3):

£[n] = f [n]+ (0.1)(d[n]) . (5.3)

The modified filter is then applied to the response shape as in (5.2) and & @réormed again.
This procedure is repeated until the sum of the differences at eachipdime array,y,|d[n]],

asymptotically reaches a minimum value.
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Figure 5.5: Filtered target waveform response function and Gaussiaddinonstrating a slight discrepancy
near the peak.

After filtering, the numerical reponse function is determined from events wth separated
pulses. Initially, Many pulses are averaged; the resulting waveformbisesuently interpolated to
produce a response function with a tenfold increase in the number of Bigsre 5.5 shows the
original averaged response pulse, the interpreted response pudseg Gaussian fit. The resulting
filtered pulse shape is not exactly Gaussian, necessitating the use of Aqalir@sponse function

in the minimization. The minimization process does not converge properly wieethdoretical
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pulse shape has discrete heights, therefore the continuous heighpoldkes calculated as

A(t) = A_t +c(t—[t] —05), (5.4)

where the coefficient

Aot Al for t—|t] <05,
Ao for t—|t] > 05,

and the notationt| denotes the floor function which maps the real nunilderthe largest integer

not greater thah

5.2 Waveform Fitting

The filtered waveform contains an unknown number of detector sigreadb, garametrized by their
shape, time, and amplitude. Without additional constraints on amplitudes, agifggecan always
be interpreted as a pile up of an unknown number of simultaneous signalsupPsignals may
originate from a single event with more than one particle in the final state wr famdom coin-
cidences (in particular with pulsed beams). For the correct interpretatiiticanal constraints on
the allowed values of the free parameters are requireda gréori probability distributions are no
longer constant but peak at some prefered value. Signal times may beedefidom other detectors
hit by the same particle. Probabilities for signal amplitudes may follow theorgtieaidice, e.g.,
an expected energy-loss distribution.

A further reduction of ambiguities can be achieved by considering onlyigimalssequences
expected from a number of plausible hypotheses. Each of them wouldnhogive the values

of the associated free parameters, but also a measure of the likelihooe falngbrved waveform
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which can be used to discriminate between these different interpretations.
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Figure 5.6: Target waveform of ar™ — e™ event. (a) raw and filtered waveformgp) filtered waveform
before and after subtraction of predictedand e pulses, andc) fits for both the 2-peak and the 3-peak
hypothesis.

Traditionally, the waveforms are analyzed by the method of least squéieb minimizes the
reducedy? value with respect to the values of the free paramepers the model. In this case it

would read:

it 2
Yoy 1 %(W[n]—wf [n]> | (5.5)

N—Nt & Ownj

with N¢ the number of free parameters of the hypothesis under study. Heredhe g is mostly

limited by the digital noise of the digitizer with little dependencevgn|. The effective number of
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bits (ENOB) of present day digitizers depends strongly on the samplingAbfeequencies above
1 GHz the ENOB drops below 8 even when the supplied number of bits candieligher. A gen-
eralization of (5.5) can include correlations between neighboring clearthech an approach might

give some improvement in fit performance but otherwise leads to a largasem computing time.

5.2.1 Waveform Fitting in PEN Analysis

Most events recorded in the digitized target waveforms contain pulsel awéclap. After filtering,
as in Figure 5.6(a), the two hypotheses (possible decay modes) are f& watteform using the
minimum x? technique, as in Figures 5.6(c) and 5.7(c). The fits use information gatieother
detectors to accurately predict and constrain the times and energies (aeg)litfidherr” and €

pulses.
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Figure 5.7: Target waveform of a™ — u™ — et event.(a) raw and filtered waveformgb) filtered waveform
before and after subtraction of predictedand e pulses and(c) fits for both the 2-peak and the 3-peak
hypothesis.

Predicted Parameters

For each target waveform fit (each event) there exists six initial parasnefdne monoenergetic
muon amplitude (4.12 MeV) is fixed tAEFFdwith OA,4 ™~ 216 keV, see Figure 5.4. This 5% mea-
sured resolution demonstrates the performance of the active targaecoddiowing the muon
amplitude any freedom weakens the ability to resolve the pion and positipeciaby when the
pulses are overlapping. The pion and positron tintfesindt. respectively, are predicted with such

high precision from external detectors (, ~ 65 ps,o; . ~ 492 ps) that we fix the parameters to
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the predicted values.

The pion time in the wavefornt,, is predicted as,

S

Pred__ § WAD
. =t, +—B o
Tt

(5.6)
wheresis the distance between the degrader and the pion decay vertex in the Vdegeieasured
s/cto be 0.18 ns. The most precise time of the pion in the wedged degrader rishyithe pion

time in each of the four wedges, weighted by the energy deposited in theegjedg

o1 (B4 L8 El et -

2\ EL+ER ET+EB

where L, R, T, and B, correspond to the left, right, top, and bottom wedgspectively. The factor

- corresponds to,
TOF
B Yo
™ = {TOF °
TU

wheret,"OF is the time of flight of particlé between the upstream beam counter and the degrader.

The predicted positron time in the target waveform is,

1
Pred PH
te+ = te+ — (0.6 ns) <Sin(e) — l> , (5.8)

WhereteFlH is the time the positron hits the plastic hodoscope as recorded by two?TD@s time
is taken as the mean time recorded from both ends of the hit hodoscopeBtaviactor of 0.6 ns
is the difference in the time of flight of the positron from the target to the fsttpeint on the

cylindrical hodoscope and from the target to the closest point on theskoge.

2L ecroy Model 1877 Fastbus 96 channel multihit time-to-digital convef4]
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The next two predicted quantities take into consideration the precision to \hectt and
et amplitudes are known. The energy of the beam pion is determined from pastidlating
detectors in the beamline. Subtracting the energy deposited in the upstraaimieezlements from
the energy determined from the pion time-of-flight between them results implitade prediction

(typically ~13 MeV) with an uncertaintga ~ 716 keV. The pion energy prediction is written as,

Eximymo— 5 EX (5.9)
i=L,R,T,B

wherey = 1/\/@ . We found the relation between energy and amplitude for pions A5 15&=
EPred/7.732, which was constant throughout data collection and takes care lifhihguenching
factor.

The amplitude of the positron pulse in the target waveform is directly relatee toeth length

of the positron in the cylindrical target°T,

AE"d=kLLCT, (5.10)

wherek = 1.79 MeV/cm is the coefficient including the specific energy lo&s/dk, of the positron
and the relation between energy lost and amplitude of the pulse. Due to gieaineffiects and
the nature of the algorithms used to recontruct the path length, the diféeofitice positron pulse
amplitude from the fit to the predicted positron pulse amplitude resembled a Valdtibution
smeared by photoelectron statistics. The usage of minig@ifits in data analysis assumes the
fit parameters follow normal (Gaussian) distributions. Therefore ourdittimalysis will work best
when our parameters each follow a Gaussian distribution.

Taking the logarithm of the amplitude ratio makes this distribution symmetric about Zero
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thermore, multiplying by the square-root of the path length helps corre@ $tight path-length
correlation. In total, these modifications result in symmetric predictions and akaw calculate
the uncertainty of the prediction to kg, ~ 878 keV, where the typical positron energy in the target
is roughly 2—3 MeV. It has been found that fixidg andAg to their predictions gives better results.
LICTis calculated from the tracking of the incoming beam pion and the outgoing geséron.

The componenets of the vertex of the pion stopped in the targedre given by

E|eft — ERi
WAD Left Right
K , 5.11
X RELen+ Eright (®.11)
Etop — EBottom
WAD op 0
=kjg—— ,and 5.12
Y T8 Etop + EBottom ( )
Prct 35
_ 1
Zn (64.56 MeV/c) ’ (5.13)

with k g andkrg constant, angb,.+ equaling the momentum of the pion as it enters the target. The
positron tracks from the wire chambers give the point at which the pos#itthe targetye. With

this information, the path length of the positron in the target becomes,

LiCT =/ (Vz—Vve)* — D2, (5.14)

whereD is the calculated distance of closest approach between these two tragectorie

You may have noticed that this leaves only one free fit paraﬁletamelytw. The fit reaches
convergence more often and more quickly when we are able to set the iwitigd of the free
parameter as close as possible to the true value.

We predict the muon time in the target waveform by first subtracting the twepulih the

3A considerable effort was put forth towards fitting with other free fitapaeters. This work is described in more
detail in Appendix C.
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Figure 5.8: Filtered waveform before and after sub- Figure 5.9: Difference between predicted muon
tracting predicted pion and positron pulse shapes. pulse time and the result of the fit demonstrating our
The subtracted waveform is scanned for a possible predicting power.

muon pulse to obtain a prediction for the muon time.

predicted pion and positron parameters from the filtered waveform. Budtirey waveformw” as
in Figure 5.8, is then scanned for the center Ipif),such that the integral of the bins surrounding
Nc is closest to 4.12 MeV (the energy of the stopped muon fronmthe pu decay). The predicted

muon time is the amplitude-weighted mean of the three bins surrounging

ne+1
(mw" [n]
tPred_ N=Ne—1
BT el

(5.15)
Minimization

The target waveform is then fit using both a two-peak { e*) fit function and a three-peak{ —

ut — e™) fit function. The minimization is executed usimgNuIT 2, the G+ object-oriented

implementation of the ubiquitougINUIT minimization package [41]. The “combined” algorithm

is used, such that if th&IGRAD [37] method fails its first attempt, a Simplex minimization is
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performed, and themIGRAD is tried once more. Ocassionally the “combined” algorithm fails, at
which point the fit is attempted once more with the “scan” method. This method sxan the
free parameter values within the parameter limits and always returns theabastgier values. The
“scan” method is much slower, but there is no need to worry about lackmiergence. An example

showing both fits is shown in Figures 5.6(c) and 5.7(c).

o~ .

Set
- -»| predicted fit

parameterﬁ
.

Fit with
MINUIT2
“combined”

Sililiais

MINUIT2
Hscan”

Filtered
Waveform

converge?

Continue
analyzing
event

Store fit
results

Figure 5.10: Waveform fit flowchart demonstrating the check for convargemd the
second fit attempt with the “scan” method when the “combinetthod fails.

Fitting the filtered waveforms with a series of Gaussian pulses instead of fiténguh unfil-
tered waveforms with the known (averaged) responses has its bemefittavbacks. Filtering,
while isolating the pulses, removes some information contained in the tails of trespililse filter-
ing results in only a few percent poorer temporal resolution when companenfiltered waveform

fits.
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Figure 5.11: The amount of time it takes the fits Figure 5.12: Waveform fitting results demonstrat-
to converge for fits to raw waveforms and filtered ing two distinct regions isolating the 2-peak events
waveforms. from the 3-peak events.

On the other hand, there is a significant increase in the amount of time it taklesav wave-
form fit to converge. For the PEN target waveforms, we se@@% increase in speed when fitting

filtered waveforms, Figure 5.11.

Using the Fit Results

The pion decay mode can then be determined based ogftti#ference between the two fit hy-

potheses,

AX2 = X%-peak_ X%-peak (5.16)

Considering only events for whichy? > 0 will isolate a pure sample ofe, events. The sample
will help determine the probability distribution function for the low-energy taitref 7t — et ve
positron energy spectrum to be used in a maximum likelihood analysis to detdtraing decay
branching ratio. Figure 5.12 clearly demonstrates the power ofdHis in isolating the decay
channels. Figure 5.13 shows the characteristic Michel positron engegirsm for negative values

of Ax? and a well separatent, positron energy peak and low-energy tail.
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Figure 5.13: Ax? results showing the michel Figure 5.14: Ax? results showing the exponential
positron energy spectrum foAx? < 0 and the time spectrum with the pion lifetime fax? > 0 and
69.3 MeV positron energy peak and low-energy tail the rising then falling spectrum characteristic of the
from therr™ — et v, events forrx? > 0. 7T — u— esequence for events wiftx? < 0.



How many legs does a dog have if
you call the tail a leg?

Four. Calling a tail a leg doesn’t
make it a leg.

Abraham Lincoln

Chapter 6

Maximum Likelihood Estimation of R_,

We have chosen to use the maximum likelihood (ML) method to ex®agcfrom our measurement
data. In this chapter we will review the principle of maximum likelihood and devislepnethod in

the context of the PEN experiment.

6.1 Introduction to the Likelihood Technique

The probability of obtaining any exact value of a continuous random hlaria zero since there
exists an infinite number of possible values. Therefore it is only meanitgiay the probability
that a result of an experiment lies within a certain interval. Hence we obtaiobalpility distribu-
tion function (PDF)P(x), such that the probability to obtain a measurement betweserdx + dx
is P(x) dx, while [ P(x)dx = 1.

Now consider a PDRP(x; 8), in which the shape of the distribution is not known exactly, but
can be described with the parameger Both x and 8 can be sets of dat&, and parameters,

not necessarily of the same dimension. When we make a serisnafependent observations of

88
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eventsxe, we construct the joint PDF as,

L(X;B) :L(xl,xz,...,xN;é) = ﬁP(Ke;é) , (6.1)

which depends on both the measuremexisand the parameteré, After the measurement (or
simulation) data are collected, however, faeare fixed, and., known as thdikelihood function
becomes a function (ﬁonly. For practical purposes in analysis, it may be easier to deal with sums

than products, so we define the log-likelihood as,

/= InL(X;@) = InL(xl,xz,...,xN;@) = %InP(Xe;é) . (6.2)

e=1

The Principle of Maximum Likelihoodtates that the best estimate for a param@iterthat value
which maximizes the likelihood (or log-likelihood) function. The ML method pregd unique,

unbiased, minimum variance estimate for the parameters of interest for @tayggh sample [30].

Maximum Likelihood in the PEN Experiment

A log-likelihood function for the PEN experiment analysis can be given by

¢=InL=In (ﬁi fiID,(X’e)) - iln (i fip.(ze)> (6.3)

whereN is the total number of observed events entering the likelihood anahsis,the number
of processes we're considerinfy,is the fraction of events in procegsP (Xe) is the probability to
find an event in procesgiven the observed values %f (e.g., time and energy). In this type of ML

analysis, we assume the shapes ofRhare known exactly and replace the paramedgssith the
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fractions of each proces§, Maximizing this likelihood function gives the most likely valuesfgf
which we will denotef;.

The PEN measurement data contains five main processes that we will con$hue other
processes, if any, occur at such a low level that they are not sigmtificahis analysis. The two
signal processes are the— e andm — u — e decays with fractions denoted &g, and f,,,
respectively. The three background processes include: (1) ataidmincidences with fraction
face, (2) prompt pion-nucleon reactions which result in a proton final statl, fraction fyyaq, and
(3) events in which the pion decays in flight (DIF), with the resulting muon cgrorrest in the
target, with fractionfpg.

About one third of the recorded events are pion-nucleon reactions detirader and target. In
the energy window from 60 to 80 MeV we've collected more proton eventsitha e positrons. A
background of this magnitude means that we have to separate thesespsoloetier than 1:10000
(or rather understand the expected overlap at this level).

A decay-in-flight event ends up depositing a muon instead of a pion in thettat the time
of thetSTOP signal. DIF kinematics are such that muons emitted forward will pun¢heallay
through our relatively thin target, and muons emitted backward will not ridrectarget, or will stop
in the first severalum of the target depositing a reduced amount of energy, thus making a tistinc
signal from a pion. Sadly, a sufficient number of muons (pions decajiteyvays) will stop in the
target with energy depositions closely matching those of a pion stop. Theses avill mimic valid
2-peak events in the target waveform, but will populaterthe e low-energy “tail” with bona fide
Michel positrons.

The variance off; is given byV; = cﬁ, whereV is the covariance matrix. The elements of

the covariance matrix can be calculated as the inverse of the expectatieroVéhe second partial
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derivative of the negative of the log-likelihood function,

1 [0P(=0)
Vi _E[af,-afk] . (6.4)

The expectation value can be estimated in the sample mean by setting the partorfetergive

_ < Pi(%e)R(X)
;ﬂ ﬁmmr

0 A%

e:lafi M

3 fiR(Xe)
i=1

Vid= - 6.5)

f=f

f=f

M=

i
When the data have been prescaled (e.g., by a factor 64), one carasay tevent had an

efficiency, ge, of 1/64. The corresponding weighti, for that event is given bye = 1/¢. = 64.

The likelihood function then takes the form

U= eiweln (i fiF’.(X”e)> (6.6)

It turns out that the estimateobtained by maximizing’ is still asyptotically normally distributed
about the true value [30]. Using the second derivative matrix to calculateattiance as in (6.4) is

wrong, since it assumes every event has a weight of one. The tprescription [30] is to take
V(f)=HH'H? (6.7)
When estimated in the sample mean, the matrix elements can be calculated as

(6.8)
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Hipem 3 w2 PiSR

! ; (6.9)
& Lzl fiP.(Xe)}

f=f

Now if i = 0 corresponds ta — 1 — e andi = 1 corresponds ta — e we can propagate the

uncertainty in the ratio of branching fractioRg,, = 1/ fo as follows:

2 2
Or\? (O, On\"  ,010%
(R)_(%)+(h> 2 Pt (6.10)

where the correlation coefficient

COVi, £, Vo]_
Prof, = = ; (6.11)
04,01, VVoovVi
thus obtaining the propagated relative-uncertainty squared,
GR) 2 Voo Vi1 Vo
— ) =—=4+—F—-2—F. 6.12
(R) =%+ %% (612)

6.2 Approaches in Likelihood Analyses

Frequentist vs. Bayesian

Experimental results can be stated using the empirical (frequentist) irtegipneor the subjective
(Bayesian) interpretation.

In frequentist interpretatation, the probability is viewed as the limit of the #aqu of a result
of an experiment or observation when the number of identical experimemsyitarge, i.e.P(x) =
|\IIian(Ni/N). One disadvantage of this approach is #@) is not only a property of the experiment,

it also depends on the “ensemble, i.e., orM\aikepetitions of the experiment.
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Probability in the Bayesian interpretation is a subjective “degree of beliefhnk susceptible

to modifications upon further observations. The probability is written,

Pposteriov(e X) = ff(i((Lg)Pprior(e)

A guess at the prior is subjective and therefore unscientific. BaydsilR@ssays if you're com-
pletely ignorant abouP(0), then take all values d® to be equally probable. There are several
objections to this postulate, but experience has showrPtaatricrusually converges to an identical

value after several experiments, regardless of the choice of prior.

Ordinary vs. Extended

The likelihood analyses discussed so far determine the parameters ishgsshidpes of PDFs or the
relative fractions of the PDFs for processes contained in the sampleofEh@umber of events is
regarded as fixed.

Enrico Fermi decided to extended the ML method to include the total numbercat®as a
parameter to be estimated. The extension is obtained by multiplying the ordinditydde:function

by a Poisson PDF expressing the probability of obtaimingvents when the expected numbev,is

evaN N

£(x8) = [1P (%) - £e (1) = S5 [1P (%8) (6.13)

Whether we use the ordinary maximum likelihood or extended maximum likelihopebaph
depends on the question we are trying to answer. If we are measuripgries of tracks from
decay products of some particle and we want to determine its branetiagthen the ordinary ML

is prefered. If, however, we are interested in its partial dea#gs then the extended maximum
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likelihood is required [47]. For the PEN analysis the choice is clear, we \g@l tlhe ordinary

likelihood.

6.3 Parameterization of the Likelihood Function

Typically the value quoted for the — ev branching ratio isf.,,/f . There is no reason why
we couldn’t present our result in a slightly different format. If we indtekesired a result for
the ratio f,,/( fr,, + fr,,) we could parameterize the likelihood function such that we obtain that
ratio directly. This parameterization would eliminate the necessity to propagats and would
automatically include any correlations betwefgpy andf ,. The parameterization of the likelihood

is then given by,

P4

L= [(1~80) (1—81) (1—-82) (1~ 03) Pr,, (%)

e=

+60(1—61) (1—62) (1—63)Pr, (Xe)
+61(1—62) (1—063)PHad(Xe)
+62 (1—63)PoiF (Xe)

+63 Pacc (Xe) | - (6.14)
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The parameter$;, are defined in terms of the original fractiorfg,as,

fr
e — e2
° f7Tp.2 + fﬂeZ

9, — fHad
17 froot
T2 + T2 + Had

0, — foir
fﬂuz + fre, + fHad+ foIF

93 _ fAcc
fro + freo + fHad+ foiF + face

(6.15)

Thus the best estimate 6§ is the goal of the PEN experiment. This parameterization forfeits the
symmetry found in (6.3). The covariance matrix elements are again calcutatertine expectation
value of the negative of the second derivatives of the log-likelihoodtion,/ = In £, as in (6.4):
N 2
10L0L 1 0°L
Vit= — . 6.16

Ik e; £206; 00 L 0608k |45 (6.16)

All of the required partial derivatives of are given for reference in Appendix D. The corrections

to the covariance matrix due to the weighted events follow as in (6.7)—(6.9) with

N 10L0L 1 L
oo wof LOLoL 1 0°L : 6.17
K e;[ e(Lzaej 06y Laejaek>]e_é o4
Hoo_x g2 LoLoL 1 L (6.18)
jk = e; e\ s2 aej 06 L aejaek 0=0 . .

6.4 Including External Constraints

Certain quantities in a likelihood analysis may be determined with some precisiorafr@xternal

method. By external we mean using data collected possibly with other detet®ystems; the
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minimum requirement being that the same data do not étitrthe external constraint measure-
ment and the likelihood analysis. For example, one may fit side-bands dfiautisn (outside the
domain of the PDF) to estimate a background. The incorporation of this ekiafarmation into

the PEN likelihood function takes the form,

(oo (e)?
Lr=C@)L=e & L (6.19)

Here we have measurédto be(B3) with an uncertainty og,. This is the new likelihood func-
tion we wish to maximize. As mentioned earlier, numerical recipes prefer to minimiggions.
Traditionally one minimizes,

_ _ 1(83—(83)°
In (Lc) =3 0%3

~ 3 In[(1-60) (1-81) (1-8) (1-60) Py, (%)

+00(1—01)(1-62)(1-83) Pr,(Xe)

(6.20)
+61(1-62)(1-63) Phad(%e)
+62(1-63) Por(Xe)
+63  Pacc(Xe) ] -
Following (6.4) the variance-covariance matrix becomes,
2 N 2
= ég;g@i_éagﬁcek}e_ét; {legégék_iag;ek o ©2)
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Since the partial derivatives of the constraint term are,

03—(03) . 2 o3 P
gecj ) e 2 forj=3, (6.22)
0 otherwise, and
, 1 (93*<293>)2
02C <(637°‘$3>)_“%3> e v fri=k=3,
o = (6.23)

0 otherwise,

we see that the additional term due to the constraint only modifieg thé& = 3 element in the

variance-covariance matrix.

6.5 Probability Distribution Functions

Of critical importance in any maximum likelihood analysis are accurate probaHiktyibution
functions. The determination of the PDFs for many processes becomiblesa that we are able
to obtain one-dimensional PDFs for each observable. When the obkenae independent, the
total PDF for the process is just the product of all one-dimensional PBEsre able to make hard
multi-dimensional cuts on the data to obtain a clean sample in a selected obsénvatierately
plot the distribution of that observable for a particular process. THemesl method of determining
PDFs is to obtain them directly from measurement data. In regions whdiegientfisolation of
each process in measurement data is not possible, we supplement théndigFdstermination
with simulated data. The following sections will discuss each observable ancbthesponding

PDFs in detalil.
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Table 6.1: Cuts used to findt — u — e energy PDF. Only the first cut is used for this analysis. Tleosd
and third cuts were found to distort the shape of the energiF$2D

Cut Description
(te—tr) > 41, Remove earlyt — e events
NMWPCZ 2 Remove backgrounds (no longer used)
N, candidates< 3~ Conservative cut removing further BG (no longer used)

6.5.1 Total Energy

The first observable we will consider is the total energy deposited in adidtiee detector elements
by the outgoing final-state particle. In the case of pion-nucleon reactierfgti-state particle is a
proton, in all of the other cases we're considering it is a positron. Thedotagy consists of the

energy deposited in the active target, the plastic hodoscope, and thal@gheter,

ETotal = ETargeH‘ Epn+ ECsl . (6-24)

We are not including the energy deposited as the particle crosses the B\ is a negligible

contribution.
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(a)Erotal for all e* final-state processes. (b)Corrected Michel PDF and simulation.

Figure 6.1: (a) The total energy for the four processes with a positron infil@l state. Events with proton
final state were removed with cu(®) PDF for Michel positron energy will be obtained first from suThen
the knownrt — e contamination in the late time window is subtracted. We beéntgh energy tail does not
match simulation, as we cannot remove 100% of the pile-ugdyvaand.
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We imposed cuts on the data to extract the shapergf for the m — u — e process alone,
Table 6.1. The main software cut selects only events after four pion lifetiswsng behind many
7T — w — e sequential events while removing the exponentially decaying e events. A sec-
ond cut requiring at most one hit in the outer wire chamd&f{"“? < 2) would eliminate many
background events, but is highly energy dependent and distortsdpe shthe energy distribution.
Therefore we do not use tWPC2 cut. A third potential cut useN,, candidates Which is a count of
potential muon peak candidates obtained by scanning the target waviefodmi2 MeV peaks. A
conservative cut requirinl,, candidates< 3 Would eliminate any events with very large extra pulses or
more than two muon pulses, allowing us to suppress pile-up and/or accideetds: After cuts,
we were left with a high-energy tail consisting of events with two positrons énstime “track”,
pile-up events, or events with extra photons contributing to the total eng&tgyrelative yield of
pile-up events in the high-energy tail comes out correct by construction.

A significant systematic uncertainty arises due to our lack of knowledgeeostiape of the

Etotal low-energy tail for thet — e process. A Crystal Ball function [68, 59, 38],

2

eXp ( _ (ETotal—gTotal)

ETotaI—ETotaI _
o ) for=roear— > —a
n

f (Etotal; O, n>ETotaI70') =N (6.25)

A <B _ ETotaI;ETotal> for ETotaI;ETotal S —Q

was fit to the simulateroig. This function consists of a main Gaussian peak and a power-law tail

to the left. N is the overall normalizatiorf ot ando are the mean and of the Gaussian peak,

1At the time of writing this dissertation thie, candidates< 3 cut is not imposed and the— u — e, accidental, and
pile-up processes all share the same PDF shapgfgy. The differences between these PDFs will be determined in a
future analysis thus removing a systematic shift in the branching ratiourezaent.
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Figure 6.2: (a) “Crystal Ball” (CB) function fitted to simulated datgb) Combined function: CB + Michel
shape is fit to the bestt — €” distribution we can obtain from cuts(c) Subtracting BG component and
again fitting with CB function(d) A demonstration of PDFs with extrema of CB fit parameter utadeties.

andn describe the shape of the tail and,

_ ()" jaf?
A= <0(|> exp<—2> , and (6.26)
n
B=——|af. (6.27)
al |

The besErqyq distribution for ther — e process we can obtain using cuts to measurement data
still contains a significant number of events due to the accidental prondgs & 1 — e events
as well as a high-energy tail similar to the one described above in the Minbedyedistribution.

We are able to determine a PDF by fitting a function with the Crystal Ball shapéioed with an
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Table 6.2: Cuts used to finek — e energy PDF.

Cut Description
—2.0ns< (te—ty;) <0.751,  Remove latet — p events
(A% > —5) U (N candidates< 2)  Conservative cut removing further BG

analytical form of the Michel distributidhto the cut-based distribution as in Figure 6.2(b). We can
then obtain the energy PDF with two methods.
Using the first method, we subtract the background component as shdvigure 6.2(c). We

then fit this subtracted distribution with the Crystal Ball function obtaining,

N = 0.001478+ 0.000005,
Erota = 69.023+0.014
0 = 2.547+0.010, (6.28)
o =0.761+0.019, and

n=8.508+2.653.

Note the large uncertainty an We set the low-energy tail of the PDF to these function values and
use the exact shape of the measurement for the peak and high-esgiamsr

The second method relies heavily on simulation. The parameters governispape of the

2The analytical representation of the Michel energy distribution is giverd ) @nd was described in Section 4.3
where it was used to calibrate the Csl energies.
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low-energy tail are fixed to the values determined in the fit to simulation, Figafa)e

N = 0.08332+0.00005,

Erotal = 69511+ 0.002,
o =1.780+0.001, (6.29)
o =0.670+0.001, and

n=5.007+0.012.

The PDF is again taken to be the exact shape of the measurement in thengelaigtaenergy
regions, and the PDF is set to the values of the Crystal Ball fit function itatheegion.

Using the uncertainties on each fit parameggnve can then set each parametepté o in
the appropriate direction that either maximizes or minimizes the probability in the gaireThe
results are two PDFs correspondingdt@o fluctuations in the tail that we can use to estimate the
systematic uncertainty due to our lack of knowledge about the low-endtghtge. Figure 6.2(d)
shows the PDF shapes from the first method demonstrating the huge urtgentaghe tail region,
amounting to a- 2 % uncertainty orR,,. Relying on the current set of simulated data, as in the
second method, the uncertainty on the tail is drastically reduced such thsysiamatic relative
uncertainty orR,, due to the tail, becomes 0.33 %°. Generating a much larger set of simulated
data can push this uncertainty lower. The shape of the low-energy tail fteasurement is still
under study, and will ultimately set the systematic uncertainty limit.

The data set that we chose to fit has prompt pion-nucleon reactionsedmblre cuts used to

3performing the minimuny? fit as in Section 6.6 (Stage 1), using the “extrema” PDFs (similar to Figi2() but
from the second method), we are able to quantify our systematic undgdai@ to the low-energy tail in thery PDF

~(y2
for thet — e process. Including this uncertainty in (6.46) we obﬁgﬁ) = [1.1164+ 0.0025stat) 4 0.0037syst)] x
104, where the systematic relative uncertainty is 0.33%.
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Figure 6.3: Erotq for pion-nucleon reactions.

remove these proton final-state events are given in Table 6.3, and dagnexpin more detail in
Section 6.5.3. This cut is not 100% efficient so we create&ap, PDF for hadronic reactions.
The cuts used to select the proton final-state events are listed in Table®thedPDF is shown in

Figure 6.3.

Minimum x?2 Fit to Total Energy

To ensure our PDFs are reasonable, a fit to the measurement datarfeam@e. The fit function
consists of a linear combination of the PDFs for the> © — e, m — e, and prompt hadronic
processes. For this preliminary analysis it is assumed that they — e, pion decays-in-flight,
and and accidental/pile-up processes have identical shapes and wadaltigtinguishable in a fit
to Etotal @lone. | therefore consider only their sum as a fit paramdler,.p.a. The remaining
parameters are the normalization of the» e process\.,,, and the prompt hadronic pion-nucleon

reaction with the proton final state partichag.
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Table 6.3: Cuts used to remove events with protons in the final-state.

Cut Description
|Auwpc2pH| < 1.8° Remove tracks through PH boundaries
(dE/dX)py < 3 MeV/cm  Protons deposit more energy in the PH

The fit returned(?/Ngof = 19895/157 = 1.27 with correlation matrix,

N, +D+A Nre, NHad
N, +D+A 1 0.0119 746x 1076
P= Np, 0.0119 1 —6.16x10°° | >
NHad 746x10°% —6.16x10° 1

and normalizations,

Nr,,+D+A = 4.93226x 10°+ 1708260 ,

N,., = 8061490+ 175449 , and (6.30)

Tle2

Nijag = 5.61122x 10 124482528

The fit function is shown in the top panel of Figure 6.4. Since there is noigis@tory power
between the fraction of — 1 — e events, the pion decays-in-flight, and the accidental backgrounds,
we are unable to quote a branching ratio from this fit alone.

Taking the difference between the measurement histogram and the fibfuilustrates the
regions in which our PDFs may deviate from the true shape of the distribtire is no apparent
deviation in the middle panel of Figure 6.4. The bottom panel of Figure 6 wsskiwe bin-wise
contribution to thex?, also demonstrating that a linear combination of our energy PDFs match the

shape of the measured data, with the exception of a few bins in the low-stdtigtiesnergy region.
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Table 6.4: Cuts used to select events with protons in the final state.

Cut Description
—3.0< (trsp—tr) <3.0ns Keep only prompt events
(dE/dX)py > 13.0 exp(—0.011ETotal) Protons deposit more energy
min(Qmwec1, Quwpc2) > 1000 ADC ch.  Require a min. MWPC energy

Table 6.5: General cuts used to suppress backgrounds in the data sample

Cut Description

—10.0 < (trsp—tyx) <2000 ns Must exist within domain of all PDFs
10.0 < Egotal < 90.0 MeV Must exist within domain of all PDFs

EZelo < 2.0 MeV Minimal energy leakage into veto crystals
Nbeamtracks= 1 Require only one beam track
Beam Particle ID =t Requirert as beam particle

8.5< EfCTP® - 135MeV  Reasonable predictedenergy

LT6T > 0.0 cm Valid decay track target path length
40 <0< 140 Decay track points to calorimeter
ID = yfor extra decay tracks  Require additional tracks to be photons
Not Cosmic Ray Decay track isn't a cosmic ray
Not scattered beam Beam track isn’'t a scattered beam particle

“P’pile-up < —1.0 Low probability of pile-up, see (6.39)
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Figure 6.4: A X fit to the Eqa Spectrum. The fit function shown in the top panel consistslioear com-
bination of the PDFs for each process. The shapes of the PBd-fxad. The relative PDF normalizations
are the fit parameters. The middle panel shows the bin-wierelice between the bin content and the fit
function. The bottom panel shows the bin-wise contributictie .
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6.5.2 Decay Time

The next observable in our likelihood analysis is the time between the pion stofhe detected
outgoing final-state patrticle,

For all five processes we will use the theoretical time distributions for thesPDF

0 for At<O
Atn—>u—>e = ,
e (e —e ) for At>0
0 for At<O
A'[7t—>e = s
Let/x for At>0
(6.32)
0 for At<O
Atpr = ,
Let/™ for At>0
\ 33
Ataccidental = % —t/Tw , and
Athadronic = 5(t—thF),

wheret,, = 219703 ns and; = 26.033 ns [33]. These theoretical PDFs must be smeared using a
Gaussian representing the timing resolution of our detector system. Botletihaband smeared
functions are shown in Figures 6.6 and 6.7. Since the time signature foicim@pihadronic reaction
process igssentiallyjjust a delta function at the flight time of the proton aftewe can obtain the
resolution directly. Figure 6.5(b) shows the Gaussian fit to the promptnesaking in an offset of
t;°F = 0.6216 ns and a, = 0.3662 ns. Itis important to note that this value is a slight overestimate

of our timing resolution since the protons are not monoenergetic and alheadya smeared time
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signhature even before detector resolution comes into play. Neverthelessgood approximation.
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(a) At spectrum. (b) Zoomed into the prompt region.

Figure 6.5: (a) TheAt = tsp —t spectrum for all five processef) shows the prompt region in more detail.
A Gaussian fit to the prompt pion-nucleon interaction pealegian estimate of the resolution of our decay
time observable.
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Figure 6.6: (a) At =t —t, for ther — pu — e process(b) At =t —t,; for the decay-in-flight process, where
tr =t,=0.

To verify that our PDFs properly describe the events in our data set,ewfermed ax? fit
yielding X2/Ngof = 1.30. The resulting fit function, composed of a linear combination of the PDFs,
is shown in Figure 6.8. The bottom panel shows the difference betweeatatheralue in each bin
and the fit result, normalized to the bin contents, thus demonstrating excgjteet@ent throughout

the entire 210 ns domain.
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Figure 6.7: (a) At =t —t, for thert — e process, andb) shows the smeared function fit to a distribution of
7T — e events obtained from cuts.

Minimum x?2 Fit to Decay Time

To ensure a linear combination of the PDFs accurately describe the shéee rmeasured data
we performed a minimury? fit analogous to the fit performed f@ow. Using 0.25 ns bins and
five degrees of freedom (the normalizations) we obtaig&tNgor = 108959/835= 1.30. The

corresponding correlation matrix for the fit parameters is,

Nr,, Nre, NHad NpiF Nacc

Nr,, 1 —0.969 Q125 -0.992 Q008

Ny, | —0.969 1 —0.005 Q977 -0.004
P= Nyag| 0125 -0005 1  —0109 —0.033| -

Npir | —0.992 Q977 —0.109 1 —0.078

Nacc \ 0.008 —-0.004 -0.033 —-0.078 1
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and the normalizations are,

Ny, = (4.73£0.017) x 10°

N, = (1.30£14108) x 10* ,

Npad = (9.31+4.24) x 10° (6.33)
Npir = (3.854+19.74) x 10° , and

Nace = (1.714+0.015) x 10 .

With a 97% correlation betweeM,, andN, , when fitting thisAt observable alone, it doesn’t make
much sense to quote a valueRy,, from this fit.

Figure 6.8 forAt is analogous to Figure 6.4 fée,. We demonstrate that there is no specific
region in the observable’s domain that cannot be properly accountég olinear combination of
the PDFs described in this section. It can be noted that there are systewigtites” in the mea-

sured data, e.g., &t ~ 115 ns and\t ~ 155 ns, the cause of which have not yet been determined.



CHAPTER 6: MAXIMUM LIKELIHOOD ESTIMATION OF Ry, 111

x
Pay
<

Events per bin
S
o
o
T[T T[T T I

50 100 150 200

0 50 100 150 200

Figure 6.8: The top panel shows a fit to th& = trsp —t,; spectrum with the PDFs for the five processes.
The distribution had prompt hardonic reactions removechwatits. The middle panel shows the bin-wise
difference between the fit curve and the measurement dagebditom panel shows the bin-wise contribution
to thex?.
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Systematic Uncertainty in Decay Time PDFs

One major concern about the PEN experiment revolves around ouréahgsvof “time-zero”, i.e.,

the pion stop timet = 0 ns, and the absolute calibration of the time scale, i.e., the true value
of the time-gate cutofff = T ns. As stated in the experiment proposal, keeping the associated
relative error onR,,, under 2x 104 imposes the requirement that the relative timing offset be
known with a precision of 5 ps. Luckily, we used a single detector to calilivatie the pion

and positron times, namely the active target, thus eliminating differences amnigger ttiming

and energy threshold effects. Our decay-time observab)aes formed from the prediction of the
pulse positions in the target waveform and each component is calibrateeety high precision.

The uncertainties on our predicted pion and muon times are determined by gllaWiof the
target waveform fit parameters to vargnd taking the difference between the fit and predicted
times. For each run we obtained a Guassian distribution centered at Zeza (e predictions

are calibrated properly) with some timing spread,describing the random fluctuations in our
measurement process. Figures 6.9 and 6.10 shamdao; versus run in the later half of 2008. It
should be clear that the standard deviationof the Gaussian is not indicative of our uncertainty

in the value oft; orte. Instead, any systematic shift of the mean away from zero would put a bias
on our measurement and should be compensated for in our calibratioesunthrtainty on that
mean value corresponds to our systematic uncertainty in this decay-timealtieetJpon fitting a
Gaussian function tét = tFt —tP®dwe find the mean of the Gaussian and the associated error in

that mean,

4 You may recall that the times of each pulse were fixed to the predictedsvialtiee final analysis.
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Ot, =tft—tPred — _0.056+0.029 ps and
(6.34)
Ste =tfit—tPred — _0.2040.21 ps.

It follows then, by summing the errors in quadrature that the systematictaimtgrin At (and

therefore our uncertainty iit = 0 also known as “time-zero”) is,

3(At) < \/ (6Tﬂ)2+ (E)z —0.21 ps, (6.35)

which is far better than the required precision.
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Figure 6.9: The top panel shows the mean value of a Gaussian &t,to=t= — tP®dversus run for the
later half of the 2008 dataset. The line fit is used to deteentiie mean and error on the mean for this set
of runs. The bottom panel shows the sigma of the Gaussiamfibiagrating the random fluctuations (not
bias) on this observable.
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Figure 6.10: The top panel shows the mean value of a Gaussian &itde- t§” —tg’red versus run for the
later half of the 2008 dataset. The line fit is used to deteentiire mean and error on the mean for this set
of runs. The bottom panel shows the sigma of the Gaussiamifibiagtrating the random fluctuations (not
bias) on this observable.
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6.5.3 Differential Energy Loss

The differential (or specific) energy loss is the amount of energy sieggbby a particle per unit
length as the particle traverses a medium. Figure 6.11 shows the correctianifient angled,
dependence and the clear separation of positrons(aiiiidx)py ~ 1.82 MeV/cm and protons with

(dE/dx)pH ~ 8.2 MeV/cm in the plastic hodoscope.

12 700 Py 12:”“‘ 400
10t 6005 § 10} 350=
- F 500° > r 3002
3 8 g 2 8t 250
S F 4002 = r Q
S 6F %) T 6¢f 200 0
=4l 3005 &, 150 5
L x L
e 200 & 4 1003
2¢ 100 ) 2t 50
O’.HH‘H‘\H“HH“HH‘H. 0 O’.H‘H\H‘\H‘mumumumuH. 0
0 20 40 60 80100120140160180 0 20 40 60 80100120140160180
0 (degrees) 0 (degrees)
(a) Energy deposited in the plastic hodoscope. (b) Energy deposited per unit length in the plastic ho-
doscope.

Figure 6.11: The plastic scintillator hodoscope is useful for discriating between positrons with dE/ex
1.5 MeV/cm and protons with dE/dx6.5 MeV/cm.

As this observable is identical for all positron final-state processes, its udilityited to distin-
guishing between proton and positron final-state events. Since we platsgdable 6.3) to remove
events that underwent prompt pion-nucleon reactions, the differemeaby loss observable may
not be of much help. Nevertheless, some proton final-state events maytieakirdata set.

The hodoscope differential energy loss is also used to select protmsidering their total
energy deposited. Plotting the differential energy loss versus totadefess, Figure 6.12, we see
that (dE/dx)py for protons varies as a function of total energy, but is essentially cunftathe

minimum ionizing positrons. We are able to select protons by requiring,
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Figure 6.12: Proton identification with energy de- Figure 6.13: Differential energy loss distributions
position. The black curve corresponds to (6.36). from simulated positron (green) and proton (purple)
final-state events.

The observabla@uwpczph is the difference in azimuthal angl, of the track passing through
MWPC2 and the nearest PH stave boundary. Due to the geometry of ties stahe boundary, a
systematic effect occurs in which less light is produced (collected) wheepdtticle traverses the
plastic at the edge. We therefore see a dip in the differential energy lessch stave boundary

(A@uwpc2pH =~ 0) as shown in Figure 6.14. Only events wilywpcopH| > 1.8° were considered

in the final analysis.
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Figure 6.14: Differential energy loss versus differencegifbetween the track passing through MWPC2 and
the nearest PH stave boundary fofa) measurement data containing both positron and proton fatate
events, (b) simulated data with positron final-state particles, af@l simulated data with proton final-state

particles.
6.5.4 Target Waveform Integrals

So far we don'’t have an observable with a region occupied excluddyepion decays-in-flight. A

possible observable that may be used in the final analysis is the integral ‘&ubtracted” target

waveform,

T
lw = V\/,[n] , (637)

n=t,—-5ns
where the sum runs from 5 ns before the pion pulse time to the end of theledo@aveform, T,

typically 180 ns after the positron pulse timk £ te + 180 ns). Figure 5.8 shows the filtered target
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waveform,w’[n], before and after the predicted pion and positron pulses have bescsh

When the pion decays in flight and the muon is emitted in the forward direction tba mu
boosted forward. Sometimes the muon travels completely through the targetg éitough the
downstream face. Consequently, the muon deposits more energy in teetteng we expect and
the predicted pusle is too small. In this cas€|n] will contain a residual pulse &t.

For pion decays-in-flight where the muon is emitted backwards, just thesdaphappens. The
muon is boosted backwards and subsequently deposits a smaller amaousrigyfie the target than
we predict. The subtraction procedure subtracts too much and we'véitlets dip in the waveform.
For decays-in-flight with the muon emitted at certain angles with respect tachementum the

energy deposited can resembla a> e decay and thus present a dangerous systematic uncertainty.
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Figure 6.15: Subtracted target waveform integral for the five main preessfrom(a) simulation and(b)
measurement. The five processes are color coded as folloygs= green, e, = blue, hadronic = purple,
decay-in-flight = red, accidental = orange, measurementtjiadronic interactions removed) = black.

Figure 6.15 showk,~ for simulation and measurement. Thg process gives a peak centered at
zero, since both pion and positron peaks are properly subtractedesredeit with a flat waveform.
After the pion and positron pulses are subtracted frqm events the muon pulse remains thus
giving the peak centered at 4.12 MeV. Accidental coincidences alsmdawon in the target, so

this observable appears essentially the same forrfheand accidental coincidence processes. As
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discussed above, the distribution for decays in flight is more spread nae tBe events undergoing
hadronic interactions are removed using cuts, the only events populatihgfttsboulder of this
observable are decays in flight.

The distributions for the individual processes in Figure 6.15(b) wetaindd using cuts. Both
the 7t,» andme, processes exhibit a high energy shoulder resulting from extra beatarimation
(beam halo), or pile-up particles. The accidental coincidence distribwasrdetermined only using
the porch{z —t; < 0) region. We don’t have any way to isolate pion decays in flight, so tloaEgs
is not plotted in Figure 6.15(b).

The primary goal of this section is to describe a possible observable tolbdéddn the like-
lihood analysis. Considerable difficulty is involved in determining the PDF&éah process for
this observable, as there is only a minimal set of cuts that won't distort tygesh We would
have to rely heavily on simulation (especially for pion decays in flight) andutatie conservative

systematic error estimates.

6.5.5 Pion Decay Vertex

As discussed in the previous section, the daughter muons from piongrigaaflight are boosted
either upstream or downstream. This process results in a smeared stdgtitigution for the
stopped muons, as opposed to the narrow stopping distribution of the dtpigmes.

Figure 6.16 shows the difference between the predizimabrdinate of the pion stop position

and the calculatedcoordinate from the final-state particle track,

Az— Z‘Io'rack_ zgred . (6.38)
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The prediction for the stopping vertex is based on the particle’s momentuninettaom time-
of-flight between the forward beam counter and the degrader. Tiga @f the decay track is
determined to be the intersection between the decay track determined fromWRECHand the
beam track determined using the wedged active degrader. We clearlyasebe pion decays in
flight have a much broader distribution. It is also worth noting that the disiibbdior events that
undergo a pion-nucleon interaction is shifted since the interaction may befare the pion comes
to a complete stop. The distribution far— 1 — e events is slightly broader when compared to the

distribution forrt — e events due to the 2 mm path length of the muon inside the target.

Events per bin

Zgrack - Zgred (mm)

Figure 6.16: Difference between the z coordinate of the predicted piogmgosition and the calculated z from
the final-state particle track. Black = measurement, anddbred data points correspond to individual
simulated processes, where Greem=- p — e process, Blue =t — e process, Purple = pion hadronic
interactions, Orange = accidental coincidences, and Redonmlecays-in-flight.

The stopping distribution is correlated with the energy deposited in the tardnen e daugh-
ter muon is boosted forward, the recorded energy in the target will berlargl thez of the muon
stop position will be larger. Figure 6.17 shows the target waveform integrausAz showing the
correlation. Figures 6.18 and 6.19 show the distributions for each indiviimmulated process.

In summaryAz might be useful to discriminate the pernicious pion decays in flight. As this ob-
servable is correlated with the target waveform integral, we should @mssihg two-dimensional

PDFs as hown in Figures 6.18 and 6.19.
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Figure 6.17: Target waveform integral versus the difference between ttwordinate of the predicted pion
stop position and the calculated z from the final-state petirack.(a) shows the Events per cell on a linear
scale demonstrating the dominant peak due torthe u — e events.(b) shows the Events per cell on a
logarithmic scale so we can see the structure due to the qitoeesses.
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Figure 6.18: A comparison of the five main processes using simulated @dted is the target waveform
integral versus the difference between the z coordinateeoptedicted pion stop position and the calculated
z from the final-state particle track.
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Figure 6.19: Same as Figure 6.18 but with the Events per cell shown on aitbgac scale.
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6.5.6 Probability of Pile-Up

Using multi-hit TDCs we were able to store many hits in the degrader from piadinig up to the
actual pion hit recorded as the triggered event. The logarithm of thepilalp of the current event

containing a muon parked in the target from a previous beam particle is pywe

¢
“P” pile-up=In [Ppile-up] =In [Z e"dWT”] ) (6.39)
k=1

where/ is the number of TDC hits andtgis the time between the previous hit atif® of the
triggered event. P”jie.yp ranges from -13.8 for the lowest probability of having a pile-up event to
~0 for the highest probability of having a muon parked in the target fromesigus pion. The

value of -13.8 corresponds to not having any previous hits recordida ifinite range of the TDC.

1200~ Y
c F . E
51000} S
800 s
600 M
4001 ; g

s

%6:1712108 6420 2
P pile-up
Figure 6.20: Logarithm of the probability of a triggered
event containing a muon parked in the target originat-

ing from a previous beam pion. A more negative value
corresponds to a lower probability of pile-up.

We originally considered usingP” nie-up @s an observable in the likelihood analysis, but at
this point we decided against it. For one, the PDFs would be the same foroh#my processes

and therefore it wouldn’t add much discriminatory power to the analysiso, Ad® would have to
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properly simulate the previous hits in the TDC in order to maintain our philosogtytir analysis
tools do not know if the data they are analyzing is from measurement or sinmilsifieve decided
to just make cuts, P” iie.up < —1.0, to remove many pile-up events at the cost of removing some

goodrtep andmr, events.

6.6 Most Likely Estimate of Ry,

I've written a G-+ program to determine the most likely values of the parameiersThe pro-
gram uses the un-binned maximum likelihood technique and analyzes eathrelividually. The

program is divided into three stages.

Maximum Likelihood: Stage 1

The first stage applies all the cuts to the data that will be used in the final likeliaoalysis and
fills histograms for each observable. In the example demonstrated in thigalissel've used only
two observables, namely the decay time, and the total energy of the final-state particga.
The program can be run in parallel, filling histograms for each run. Laghistograms can be
combined to create one histogram for each observable containing exemythat will enter the
likelihood analysis.

The goal of the first stage is to determine the range over which we museachrparameter
ensuring the range encompasses its most likely value. We find this rangafoynping a binned

minimum x? fit. It is a simultaneous fit to both the decay time and total energy observalites w
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shared normalization parameters yielding,

Ny, = (4.7641:£0.0018 x 10° events

Ny, = (8.0591+0.0175 x 10° events

NHad = 0.00000018+ 48,2138 events (6.40)
Npir = 0.00336783 435581520 eventsand

Nace = (1.680340.0135) x 10’ events

This fit has ax?/Ngof = 13107/995= 1.317. Since we've performed a fit determining the normal-
izations of each process, we might as well discuss the results andtadsanching ratio from this
method before discussing the next stage in the likelihood analysis.

The correlation matrix from thg? fit is

Nr,, Nre, NHad Nbir Nacc
Nr,, 1 0.0029 00000066 000060 —-0.72
Nre, 0.0029 1 0000031 0000013 —0.016
P= Nnag| 0.0000066 Q000031 1 (00000000049 MmOOO11
Npir | 0.00060 0000013 (00000000049 1 @0016

Nacce -0.72 —0.016 Q000011 000016 1
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and the covariance matrix is

Nr,, Nre, NHad Nbir Nacc
N, [ 326x101°  931x10° -7.13x10° 262x10° —1.76x 10
Ne, | 931x10° 307x10°F 324x10*% 537x10! -388x1C°
V= Njag| —7.13x10°% 324x10* 352x10° 7.06x10° 891x10°3

Nbie 262x10° 537x10! 7.06x107° 590x 10 5.44x 107

Nace \ —1.76x 109 -3.88x10° 891x10°3 5.44x 107 1.81x 100

The branching ratio is therefore

N
R(¥) = 72 _ [1,6915942+ 0.0037338stat)] x 103 (6.41)

T2

(AR(XZ) JROE) = 0.0022073 ,

and using the parameterization in (6.15) we have

(Xz) Nﬂez

=T 16915943+ 0.0037338stat)] x 102 6.42
N + Ny [ gstat)] (6.42)

(aegf) /) _ 0.002203@ :

where we have propagated the uncertainties using

oR |2 oR |2 R R
2
Of = V — |V 2 V
R ‘ aNTEHZ Nﬂpz N”uz + ‘ aNﬂeZ NWEZNﬂeZ + aNﬂTuZ 6N’/’Ie2 Nﬂpz N”ez
N2 1 ~N., 1
= ey ——V 2 e2 6.43
N#uZ N”u2N7Tp2 + N7'2[u2 N”eZNT[eZ + N7%u2 NT[)AZ NT‘uz Nﬂez ( )

5Normally I would truncate the least significant digits. | decided to retain theusgirate the precision to which our
various analysis methods agree.
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and

02 _| 90 |° |28 P, 98 8o
8 aNm Nr,2Nry.2 oN oo NrgoNrep aNﬂuz aNﬂez N7, o Nrgy
2 2
Tle2 T2
= —— VN N, Tt VN, N
4 & T 4 T2 "Tle
(Nr +Ne) ™ 7 (Ney, + Niy) 22
—N N
+2 oo T2 ZVNﬂuzN"ez . (6.44)

(NﬂuZ + NﬂeZ) ? (N”HZ + N“eZ)

Applying the acceptancdetermined from simulatior,_,,, = 0.0271648 and\,_,e =0.411572,

with & = 1/A;, we obtain

(Xz) — aT[eZN'/TeZ

R
afnug N'f[p2

— [1.1164924+ 0.0024644stat)] x 104 (6.45)

(AR(Xz) JROE) = 0.002207:§ .

Using the parameterization in (6.15) we have

é(xz) _ a‘ﬂeZNWeZ
o =
(a‘nuz N7Tu2 + a‘7Te2N7Te2)
= [1.1163678+ 0.002463%stat)] x 10~* (6.46)

<Aegxz) /o) _ 0.0022071> :

6These acceptance values are correct to within a few percent. Thetaoce values were multiplied by a random
number close to 1.0, so that we blind ourselves from our actual meghsatue. Once the collaboration is satisfied with
our analysis we will remove the multiplicative random number thus revealindinal result.
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with the uncertainties propagated according to

2 2

s2_ | R N oR |, N R OR
R™ aNT[p.Z N”HZN”LLZ aNT[ez N”eZN”eZ aN’TEpZ aNﬂez N"MZN”eZ
2 2
_ (BrofneaNres)”, (8,28 N,z
- 4 Nr u2 Nz u2 4 NreeoNreg,
(a’”uZ N”uZ) (a’”uZ N”uZ)
—a N N
+ 2( 2N (aﬂ”j BrugNryo) Nre, o Nreg (6.47)
(a‘”MZ NT[I—LZ)
and
8o |° a8 |° 98 98
2 0 0 0 0
0: = \Y Vv 2———
o ’ aN?TuZ NT[HZ N“uz * ‘ aNT(eZ NWEZNﬂeZ * aNT[pZ aNﬂeZ NT[HZ NKEZ
2
(8,28 Nre2)
- 4 NT[;,LZ N”uZ
(a‘nuZ Nnu2 + aﬂeZNT(GZ)
2
(8r,28me2Nrr2)
4V NrgyNre,
(aﬂuZ N7Tu2 + aT[eZNT[eZ)
— N N
+ 2( aﬂuZaT[GZ 7'[62) (aﬁuZaﬂeZ 7Tp2) V o Nﬂez (648)

(a’nuZ N7Tu2 + aﬂeZN'n62> ¢

Stage 1 has now given us an estimate for the normalization (6.40) of easpiq +oy. We
set the range for each parametgyto 6; == kog,, wherek is some constant greater than 1, chosen by

hand for each range.

Maximum Likelihood: Stage 2

The second stage of the maximum likelihood analysis determines the most likelytestimhahe
parameters. For each event, the negative logarithm of the likelihood (6.td)culated for each
value of the parameter§;. We note that both the hadronic reaction and the decay-in-flight back-

ground fractions are essentially zero from gidit. Therefore, to save computing time, we decided
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to only have five steps each f6f and0,, and twenty steps each fs and83. That means the
negative log of the likelihood is calculated 2® x 5 x 20 = 1000 times for each event. The value
is added to the appropriate bin of a 4-dimensional histograBtage 2 can also be run in parallel,
producing a 4-dimensional histogram of negative log-likelihoods fan eac which can be summed
together.

The most likely estimates for the parameters were found to be

8o = 0.00168223

6, = 5.06168x 10°°,
(6.49)

6, =9.32113x 10, and

05 = 0.0341448,

and correspond to the minimum in the 4-dimensional negative log-likelihoodghésto Alterna-
tively, we can shift the minimum to zero and exponentiate, producing the 4ndioraal likelihood
distribution, in which case the best estimates correspond to the location of tliraunax

Figure 6.21 shows a three dimensional view of the projection of the likelihota theBp,03
plane. The projections onto all possible two-dimensional combinatiofis6sfof the negative log-
likelihood are shown in Figure 6.22, and of the likelihood are shown in Fi§2@. The projections
onto the one-dimension@j are shown in Figure 6.24. The uncertainties cannot be read from these

projections. Instead one must calculate the covariance matrix including tgete/éor each event.

"The code is written such that it is trivial to extend toNwtlimensional histogram when considering more parameters,
0p...0N.



131

CHAPTER 6: MAXIMUM LIKELIHOOD ESTIMATION OF Ry,

—

___.______________
® © ¥ o
o O o o

L IVIENTY

Figure 6.21: The top panel shows the negative logarithm of the likelinmojected onto thég, 63 plane.

The bottom panel shows the likelihood itself, projected ihe same plane.
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Figure 6.22: These six panels show all possible 2-dimensional projestaf the 4-dimensional negative
log-likelihood result.
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Figure 6.23: These six panels show all possible 2-dimensional projestid the 4-dimensional likelihood
result.
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Figure 6.24: The 4-dimensional likelihood result projected down to oimeesion illustrating the most
likely values 0B and 83. The prompt hadronic reactions have been removed with sati's no surprise

the entire likelihood falls in the bin containing zero . At the moment, a PDF with clear discrimination
for the decay-in-flight process has not yet been worked ou; s ill-determined.
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Maximum Likelihood: Stage 3

The covariance matrix, (6.7), is formed from the matrices (6.16)—(6.18g elements of these
matrices are the summation of event-by-event calculations involving the $tirsaees 6;, from

Stage 2. The resulting covariance matrix is

6o 01 6, 63
8o 979x107'? 446x10% -486x10' 967x10°13
01| 446x10% 627x10% -355x101? -340x10°%®

V=
0, | —4.86x10°1! —355x107'? 583x107 -953x10°8

03\ 967x10°1% _—340x101® —953x108 883x10°8

Figure 6.25 shows the decreasai) = \/Voo as the number of analyzed events increases.
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Figure 6.25: The top panel shows the cumulative number of recorded eftemigighted) that enter the final
analysis. The bottom panel shows how the statistical uaiteytin the branching ratiogg,, decreases as
the number of events increases.

Maximum Likelihood Results

Once all three stages of the likelihood analysis are complete we can quote shikely value of

the positronic pion decay branching ratio with its estimated uncertainty,

oMY — By + \/ Voo = [1.6822255+ 0.003129%stat)] x 103 (6.50)
0

(265" /66" = 0.0018603 .

Now we wish to apply the acceptances from simulation, such that

8" = Bl , (6.51)
(a‘nuZ Nﬂu2 + aﬂeZNﬂeZ)
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but we note thap implicitly contains the values dfl., andNy ,. We must re—write@o in terms of

Bo. Since
N7Te2 — eo and a‘7TeZN7TeZ — eo~
N7TM2 1- e0 aﬂuz N7Tu2 1- eO
we can write
B  aw, 6o

1—é0 N af]'[uz 1_90

thus obtaining

80— B0 |
(a‘neZ - a'nuZ) eo + a‘T[LLZ

To estimate the uncertainty, we use the following

2

30
% Voo

00g
' BB o
[(8r, — ) B0+ )

_|Z¥0 2
060_ 0089

2
0'90—‘

2
Voo -

The positronic pion decay branching ratio obtained with the likelihood anasysis

(265" /60" = 0.0018569 .

80" = [1.1120560% 0.002065@stat)] x 10~

(6.52)

(6.53)

(6.54)

(6.55)

(6.56)



The idea is to try to give all the
information to help others to judge
the value of your contribution; not
just the information that leads to
judgment in one particular direction
or another.

Richard P. Feynman

Chapter 7

R, and Conclusions

This chapter summarizes the current results of an on-going effort tacgxtre positronic pion
decay branching ratio from the PEN experiment data. To date, only tlezimgnt as implemented
in 2008 has been realized inG&EANT4 Monte Carlo simulation [6]. Therefore | have restricted my
analysis to the corresponding set of measurement data.

A minimum? fit resulted in g?/Ngof = 1.3, illustrating good agreement between our measured
data and the probability distribution functions used to represent the gexcaader consideration.

The intentionally blinded branching ratio determined fromyfdit is

égf) = [1.116+0.002(stat)] x 10~* (7.1)

<A9§X2) 8X) 0.0022> .

An un-binned maximum likelihood analysis code was developed and prdpkey into account

the weights of our events when estimating the uncertainty. The maximum likelilstiothée of the

138
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(blinded) positronic pion decay branching ratio is

60" = [1.112+0.002(stat)] x 10~ (7.2)

(205" /60" = 0.0019) .

A summary of the resultdfrom the two methods is given in Table 7.1. The un-binned maximum
likelihood technique resulted in a 0.19% relative uncertainty (statistical) whigh isprovement
over the 0.22% relative uncertainty from the binned minimgfrmethod. The statistical uncertainty
from either method is already smaller than the combined (statistical and systemmagc)ainty in
the current experimental world average [33]. The inclusion of the 20@P2010 data sets in the
near future will significantly reduce the statistical uncertainty of our measent. The precision
of our measurement, therefore, already meets its design specifications.

The accuracy oRy,,, however, remains to be determined. Any systematic uncertainty in the
At observable was shown to be negligible (Section 6.5.2), but we have yemtuify the entire
systematic uncertainty in the shape of our PDFs for the total energy. ©@artamty in the shape of
the low-energy tail for th&re PDF for therr — e process currently yields a 0.33% relative uncer-
tainty onR,,, which will be reduced with a larger set of simulated data and studies of theuneeh
distributions which are currently underway. Any systematic uncertaintiegalthe shapes of the
Etotal PDFs for the other four processes have not yet been quantifiediditicm, both thex? and
maximum likelihood methods currently estimate a negligible fraction of pions degayifight,
even though we have made no cuts to specifically remove these events clliséim of additional

observables, such as target waveform integrals and the pion detay, \should further constrain

IThe central values quoted in this dissertation are still intentionally blinded (riedtiby an unknown random num-
ber) but are accurate to within a few percent of our measurement.
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Table 7.1: Summary of the positronic pion decay branching ratios framous analysis methods. Normally
the least significant digits would be dropped, but they haaenlretained to illustrate the level at which the
various methods disagree. The central values are stillddth (multiplied by an unknown factor) but are
accurate to within a few percent of our measurement.

Ratio Value Relative Uncertainty
RPDG  [1.230+0.004(comh)] x 104 0.0033

R(®)  [1.6915943t 0.0037338stat)] x 103 0.0022073

R(¢)  [1.1164924+0.0024644stat)] x 104 0.0022073

o) [1.6887376+0.0037213stat)] x 10-2 0.0022036

60°)  [1.1163678+ 0.002463Fstat)] x 10-4 0.0022071

8" [1.6822255k0.0031295stat)] x 103 0.0018603

60" [1.1120560k 0.002065@stat)] x 10~ 0.0018569

the estimation of this pernicious background process.
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Appendix A

Trigger Diagrams

This appendix contains the schematic diagrams for the trigger logic as it wasremtied for the
PEN experiment in 2010. We implemented several upgrades in 2009 afdiabllding a shift
from the software-based FPGA coincidence triggers to using logical AN OR circuits with
NIM hardware. We shaped the target pulse to produce a faster rise tarsgggmificantly reduce the
tail. This hardware-based shaping of the pulse allowed us to tag muon pollesgrfg the pion
pulse in the target. The tagged muon logic signal then allowed us to implement a ‘rata’ for

a dedicatedt — e low-energy tail trigger. Another improvement is the implementation of a strobe
signal in order to force all triggers to have the same trigger timing, thus elimingéngossibility

of an associated systematic uncertainty.
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Appendix B

Data Analysis Flowchart

Data Collection: This block consists of the actual experiment as described in Chaptee3HN
experiment had severatbntendcomputers connected to electronic data acquisition systems. Each
frontend sent its recorded data for each event baekendcomputer which in turn combined the
event data and wrote data files in zipped MIDAS formati @. gz) [1]. Each data file contains
2 x 10° events (in year 2008) and corresponds tammof roughly 30 minutes of data collection. In
2008 we collected approximately 2.4 TB.afi d. gz files in 1233 runs.
Data Generation: A GEANT4 simulation was written to produce data in exactly the same for-
mat as our measured data. This Monte Carlo simulation is described in giabbyé. P. Alonzi [6].
Calibration/Stabilization: This block is thoroughly discussed in Chapter 4.
Data Replay: Our data is “replayed” in a modular+@ program called thanal yzer. Itis in
this stage where timing coincidences, energy depositions, and geomedtalaints are calculated
to reconstruct the beam tracks and decay tracks of the particles edserwach event. An attempt
is made to identify particle typet(", e", p*, etc.). Additionally, fits are performed to each target

waveform to identify the decay moder (~ e orm — u — e) as discussed in Chapter 5. The
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anal yzer program can be executed in parallel on multiple processors. We typicditpisan
anal yzer job for each run. Every job produces an output file in the form of a ROf@€. The total
size of the .root files amounts to 200 GB for year 2008.

Data Reduction: Modern, large-scale experiments usually produce huge amounts offdata o
which only a small fraction is useful for a given measurement. Another @ogram called the
bushmaker was written to reduce the amount of unnecessary background in oufildataThe
program prunes the 200 GB of trees and creates 14 GB of bushes (R@IQT Tree format). The
bushmaker is also run in parallel, with typically one job per data collection run. It is muckeeas
and faster, to work with smaller files.

PDF Determination: Thefindpdf C++ program takes the bushes as input and applies cuts
to the data to isolate the various processes. The shape of the PDF foolessrfiable, for each
process, is obtained. This program also applies theoretical descripitins PDFs to compensate
for low-statistics regions.

Maximum Likelihood (Stage 1): Here we fill histograms containing only the events that will
enter the likelihood maximization procedure. This calculation can be perfoimmeatallel. Then
in the Combine Resultsstage the histograms are summed and a fit is performed to the time and
energy observables to obtain and initial guess for the range over whittatothe parameters of
interest in the maximization procedure.

Maximum Likelihood (Stage 2): The parameters of interest are scanned in the ranges obtained
in the previous stage. The most likely values of the parameters of inteesdétrmined.

Maximum Likelihood (Stage 3): The correction to the variance-covariance matrix is applied

and a more accurate estimate of the errors is found.
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Appendix C

X? Minimization with Penalty Terms

When parameter constraints are available from elsewhere, such aariather detector element or

even a physical constraint, we may use that information in a minirgtiemalysis. In our case we

have several parameters in our fit that can be predicted with some cetsiimgymultiple detectors.
We can modify the objective function, whose value gets minimized in the fit, byngda

guadratic term for each constrained parameter,

n ~Fit & 2 Fit _ —=Pred 2 Fit _ pPred 2
Xz_Nif_Zl<WiF W') +<Eﬂ Ex > +<Ee Ee ) . (C.2)

Ow O, O,

The additional terms are known as penalty terms, since they increagutieen the fit tries to pull
the parameter away from its prediction.

A modified x? objective function that could be implemented in PEN target waveform analysis
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X2 _ 1 n (AiFit o AiPred> 2
N — Ngof i; oA

Fit _ aAPred 2
A <A"A“> (C.2)
Oa,
NTGT AF\ 2
+ )\ Le Iog (AePred)
2 oA .

The first term is the well knowix? per degree of freedom, whereis the number of analyzed
waveform bins. The number ektradegrees of freedonNqer, is equal to 2 for a 2-peak fit, and 3
for a 3-peak fit. Only+20 waveform bins from each peak position are analyzed, and the number
of analyzed bins is kept constant. Therefore, for events in which tlsepoverlap, additional bins
are included in the fit so as to fit the same number of bins for every esangives a measure of
the resolution of the digitizer. The second term takes into consideration letihert amplitude
from the fit,AfriE, agrees with our predictem" amplitudeA,PTKed. The uncertainty in our prediction
is given byoa ., and is roughly 716 keV (see Section 5.2.1). Finally, the last term in thessjon
increases thg? as the fit positron amplitude gets further from the predicted positron amplifime.
ratio of the fit amplitude to the predicted amplitude resembles a smeared Vavildladist. The
logarithm transforms this distribution into one symmetric about zero improvingdheecgence
speed in the minimization process. This method is discussed in more detail in Se2tibn

We included weightd1 andA; in the additional terms. Setting the weights too small has the
same effect as if the terms aren’t included. If the weights are too largeenesaentially fixing the
parameters to the predicted values. We used a simulated waveform with a olsercpmpletely
overlapping with a pion pulse) = 0) to determine the appropriate weight for tkfecontribution

from the second term. We performed fits for many values of the welghtMe did a similar study
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with overlapping muon and positron pulses to deternipe We chose the weight values at the
intersection point of the contribution from the first term and the additionaiteso that we had an
approximately equal contribution to tixé from each term, as shown in Figure CXy € 0.9,A5 =
0.048). There was no theoretical basis for that particular choice ohigeignd we found out much
later using the full Monte Carlo simulation [6] that the largest possible weigkse(gially fixing

the parameters) gave the best discrimination between pion decay modes.

205 ] 20 =
185 E 18- E
lap E 141 =

o L2F —— Total x? E o 120 —— Total)? 3
< 10F —-— Residuals Term = 10 —-— Residuals Term -
8- —= 1" Penalty Term 8F+ ¢ —— 2" penalty Term -

6F = 6F e

a : af! ;
24 3 28 3

0 pe b b b b b b b b 1 3 0 o b by b by 1

0 1 2 3 4 5 6 7 8 9 0 0.1 0.2 0.3 0.4 0.5

A A

(@) (b)

Figure C.1: x? as a function of the weights, (a) andA, (b). Black is the totaly?, red is the contribution
to thex? from the first term, blue is the contribution from the seccernt, and green shows the contribution
from the third term.

Nevertheless, to further test the fitting routine before the full Monte Carlalation was ready;,
we created a simple simulated waveform with a pion pulsi at 0 ns and a positron pulse at
te = 25 ns. This two-peak waveform was then fit with both the 2-peak andB4pgpotheses. For
the 3-peak hypothesis fits, a fit was done for each predicted time of the pujsmtﬁre" in the
range—10 < t, < 35 ns with a 1 ns increment. These fits correspond to the bottom two panels of
figure C.2.

Simulated 3-peak waveforms were created wjtk- 0 ns,te = 25 ns, and a muon pulse at 1 ns
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increments betweenr10 < t, < 35 ns. For these fits, thEredwas set to the actual time of the pulse

in the synthetic waveform. These fits correspond to the top two panels of f@)a.

3-Peak fit withp* in WF

25F
20}
15}

10

—=— Residuals Term

—— T Penalty Tern

2 Penalty Terth

25F
20}

15
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20}

15

25F
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2-Peak fit withoup* in waveform

25F
20}
15}

10

-10
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Figure C.2: x2 from fits to simulated waveforms for various event types detrating the variation of the
modifiedx? as a function of pulse separation. Plotted here is not thditianal x2, but ratherx? — 1 such
that a good fit corresponds to zero.

One can display the same information more compactly when U§ig= X3 peak— X5.peak@s in

figure C.

3.
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Figure C.3: Scatter plots showing the difference between the predigédl and fit (right) pion and muon
pulse times versusy?, demonstrating the ability akx? to discriminate between 2-peak { €) and 3-peak
(T — u — €) events even when the pulses overlap.
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Appendix D

Partial Derivatives of the Likelihood

Function

geLO =—(1-61)(1-67) (1— 93)P7ruz (Xe)
+(1—61) (1— 62) (1— 8) Py, (Re) (-1
:;:1 =—(1-60)(1—-62) (1—63)Pr,, (Xe)

—0g (1 — 92) (1 - 93) Pﬂez (Xe)

+(1—62) (1 — 63)PHad(Xe) (D.2)
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:;:2 =—(1-6p)(1-61)(1— GS)Pnuz (Xe)
—0Bp (1 - 91) (1 - 93) Pﬁez (Xe)
—01 (1 03)PHad(%e)
+(1—63)PoiF (Xe) (D-3)
gei = —(1—60) (1 61) (1 62)Pr,, (Xe)

—60(1—61) (1—62)Pr, (Xe)
—01(1—62)Phad(Xe)
—B62PoiF (Xe)

+Pacc (Ye) (D.4)

0% 0%L %L 0%

08000, 00,00, 06,00, 003003 =0 (0-5)

0°L  0°L
060001 081069

= (1-82) (1 83)Pr,, (%)

—(1-62) (1 83)Pr, (%) (D.6)



APPENDIXD: PARTIAL DERIVATIVES OF THE LIKELIHOOD FUNCTION

169

0°L  0°L
06000, 082069

= (1-81) (1-83)Pr,, (%)

—(1-81) (1 83)Pre, (%)

°L %L
080003 063960

= (1-81) (1 82)Pr,, (Re)

—(1-01) (1 82)Pr;, (%)

0°L  0°L
00100, 06,00,

= (1—60) (1 —63)Pr,, (%)
+60 (1 — 63)Pr;, (%)

— (1—83)PHad(Xe)

0°L  0°L
00,003 06306,

= (1-80) (1-82)Pr,, (%)
+60 (1 —62)Pr, (Xe)

—(1—62)PHad(Xe)

(D.7)

(D.8)

(D.9)

(D.10)
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0°L  0°L
002005 06306,

= (1-60) (1—61)Pr,, (%)
+60 (1 —61)Pr, (Re)
+01PHad(Xe)

—Poir (Xe) (D.11)
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Appendix E

Inclusion of Truncated Time PDF

It is possible to truncate the — utoe sequential-decay time PDF in order to obtain the fraction
of events we would expect to see if we were to measureco. That means the normalization of
thent — utoe sequential-decay time PDF i©Wwhen taking — o but < 1.0 in our measured time

window. The likelihood must be properly normalized

L— L/N (E.1)

where,

M
AN=" fi [ A(X)dR . (E.2)
/
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ReplacingZ with £/ in (1) will give us/,,. Differentiating as in (6.4) yeilds

N v JPi(R)dR [R(X)dR
B (OLTCON S i St €3
&1 [2 f.P.(?e)] = &y fP.(X)dX} f=f
i=1 li=1 %
Following the same prescription as in (6.7) we will need,
JP;j(X)dX [P(X)dX
Hie A We P’\J/I(Ye)ﬂ(ie)z o W X | (E.4)
2 S ew)| 3 e
_ JPj(X)dX [B(X)dxX
H j = %v\é Pj (Xe) Pc(Xe) AP X ) (E.5)
& f=f

2 f:f‘_eZLWg [

=[5 ) 3, praes|

again estimated in the sample mean.



173

Bibliography

[1] Midas data acquisition systerhtt p: // m das. psi . ch.

[2] Paul Scherrer Institut websitét t p: / / www. psi . ch.

[3] Radiant Mirror Film, VM2000. Technical report, 1990.

[4] Handbook of Signal Processing in Acoustics(2 vol.s8pringer, 2009.

[5] S. Agostinelli, J. Allison, K. Amako, J. Apostolakis, H. Araujo, P. Ardéd. Asai, D. Axen,
S. Banerjee, G. Barrand, F. Behner, L. Bellagamba, J. BoudreaBrdglia, A. Brunengo,
H. Burkhardt, S. Chauvie, J. Chuma, R. Chytracek, G. Cooperma@o§no, P. Degtyarenko,
A. Dell’Acqua, G. Depaola, D. Dietrich, R. Enami, A. Feliciello, C. FergusH. Fesefeldt,
G. Folger, F. Foppiano, A. Forti, S. Garelli, S. Giani, R. GiannitrapaniGibin, J.J. Gmez
Cadenas, |. Gonzlez, G. Gracia Abril, G. Greeniaus, W. Greinerri¢h@de, A. Grossheim,
S. Guatelli, P. Gumplinger, R. Hamatsu, K. Hashimoto, H. Hasui, A. HeikkiAekloward,
V. lvanchenko, A. Johnson, F.W. Jones, J. Kallenbach, N. Karndy#&awabata, Y. Kawa-
bata, M. Kawaguti, S. Kelner, P. Kent, A. Kimura, T. Kodama, R. Kokoulh, Kossov,
H. Kurashige, E. Lamanna, T. Lampn, V. Lara, V. Lefebure, F. LeilLMndl, W. Lockman,

F. Longo, S. Magni, M. Maire, E. Medernach, K. Minamimoto, P. Mora dtgs, Y. Morita,


http://midas.psi.ch
http://www.psi.ch

BIBLIOGRAPHY 174

[6]

[7]

[8]

[9]

[10]

K. Murakami, M. Nagamatu, R. Nartallo, P. Nieminen, T. Nishimura, K. OhtsitboOka-
mura, S. O’'Neale, Y. Oohata, K. Paech, J. Perl, A. Pfeiffer, M.G. Pi&anjard, A. Ry-
bin, S. Sadilov, E. Di Salvo, G. Santin, T. Sasaki, N. Savvas, Y. SawadScherer, S. Sei,
V. Sirotenko, D. Smith, N. Starkov, H. Stoecker, J. Sulkimo, M. Takal#&tdanaka, E. Tch-
erniaev, E. Safai Tehrani, M. Tropeano, P. Truscott, H. Uno, badr P. Urban, M. Verderi,
A. Walkden, W. Wander, H. Weber, J.P. Wellisch, T. Wenaus, D.C. Willidn$yright, T. Ya-
mada, H. Yoshida, and D. Zschiesche. Geant4 — a simulation todkitlear Instruments
and Methods in Physics Research Section A: Accelerators, Spectrenigé¢ectors and As-

sociated Equipmenb06(3):250-303, 2003.

L. P. Alonzi. Measuring the Pion Substructure with Radiative Positronic Pion Dec&y®

thesis, University of Virginia, 2012.

H.L. Anderson, T. Fujii, and R.H. Miller. Branching Ratio of the EleciioMode of Positive

Pion Decay Phys.Rey.119:2050, 1960.

S. M. Berman. Radiative corrections to pion beta dec¢lyys. Rev. Lett1:468, 1958.

D. I. Britton, S. Ahmad, D. A. Bryman, R. A. Burnham, E. T. H. ClifthrP. Kitching, Y. Kuno,
J. A. Macdonald, T. Numao, A. Olin, J. M. Poutissou, and M. S. Dixit. Invptbsearch for

massive neutrinos int — e*v decay.Phys. Rev. D46:R885-R887, 1992.

D. I. Britton, S. Ahmad, D. A. Bryman, R. A. Burnham, E. T. H. Clifth P. Kitching, Y. Kuno,
J. A. Macdonald, T. Numao, A. Olin, J-M. Poutissou, and M. S. Dixit. Meamsent of the

ntt — e} branching ratioPhys. Rev. Lett68(20):3000-3003, 1992.



BIBLIOGRAPHY 175

[11] D.I. Britton, S. Ahmad, D.A. Bryman, R.A. Burnbam, E.T.H. Clifford,at Measurement of

thet — e neutrino branching ratid?hys.Rev.Lett68:3000-3003, 1992.

[12] D. A. Bryman, P. Depommier, and C. Leroy.— ev, ™ — evy decays and related processes.

Physics Report$88(3):151 — 205, 1982.

[13] D. A. Bryman, R. Dubois, T. Numao, B. Olaniyi, A. Olin, M. S. Dixit, J..NRoutissou, and
J. A. Macdonald. Search for massive neutrinos in the dacayev. Phys. Rev. Lett50:1546—

1549, 1983.

[14] D. A. Bryman and T. Numao. Search for massive neutrinas'in~+ utv decay. Phys. Rev.

D, 53:558-559, 1996.

[15] D.A. Bryman, R. Dubois, T. Numao, B. Olaniyi, A. Olin, et al. New Mas=ment of the

7t — € neutrino Branching Ratid?hys.Rev.Lett50:7, 1983.

[16] Douglas Bryman, William J. Marciano, Robert Tschirhart, and T#amanaka. Rare Kaon
and Pion Decays: Incisive Probes for New Physics Beyond the Sthiiedel. Annual

Review of Nuclear and Particle Scienéd.:331-354, 2011.

[17] Douglas A. Brymanmt — ev decay: Window on the generation puzzZzomments Nucl. Part.

Phys, 21:101-122, 1993.

[18] M. Bychkov, D. P&ani, B. A. VanDevender, V. A. Baranov, W. Bertl, Yu. M. Bystritsky,
E. Frlez, V. A. Kalinnikov, N. V. Khomutov, A. S. Korenchenko, S. M. Kordrenko, M. Ko-
rolija, T. Kozlowski, N. P. Kravchuk, N. A. Kuchinsky, W. Li, D. Mektavi¢c, D. Mzhavia,
S. Ritt, P. Robmann, O. A. Rondon-Aramayo, A. M. RozhdestvenskySakhelashvili,

S. Scheu, U. Straumann, |. Supek, Z. Tsamalaidze, A. van der SéhaafVelicheva, V. P.



BIBLIOGRAPHY 176

Volnykh, Y. Wang, and H.-P. Wirtz. New precise measurement of the peakviorm factors

in 7t — et vy decay.Phys. Rev. Lett103:051802, 2009.

[19] Bruce A Campbell and Ahmed Ismail. Leptonic pion decay and physgerd the elec-

troweak standard model. page 31, 2008.

[20] Bruce A. Campbell and David W. Maybury. Constraints on scalaptiogs fromnt — ¢*v,.

Nuclear Physics B709(1-2):419 — 439, 2005.

[21] Saint-Gobain Ceramics and Plastics Inc. Scintillation Produlet$p: / / www. det ect or s.

sai nt - gobai n. com Pl astic-Scintillator.aspx.

[22] Vincenzo Cirigliano and Ignasi Rosell. Two-loop effective theanalysis ofrt(k) — eVg[y]

branching ratiosPhys. Rev. Lett99:231801, 2007.

[23] PEN CollaborationPSI R-05-01 Experiment Propos&aul Scherrer Institute, Villigen, 2006.

[24] M. Conversi, E. Pancini, and O. Piccioni. On the disintegration oftieg mesons.Phys.

Rey, 71(3):209-210, 1947.

[25] G. Czapek, A. Federspiel, A. Fluckiger, D. Frei, B. Hahn, etBdanching ratio for the rare

pion decay into positron and neutrinBhys.Rev.Lett70:17-20, 1993.

[26] Sacha Davidson, David C. Bailey, and Bruce A. Campbell. Modedpetident constraints on

leptoquarks from rare process&s.Phys, C61:613-644, 1994,

[27] Michel Davier. Lepton universalityit t p: / / www. sl ac. st anf or d. edu/ cgi - wr ap/ get doc/

ssi 97- 002. pdf , 1997.


http://www.detectors.saint-gobain.com/Plastic-Scintillator.aspx
http://www.detectors.saint-gobain.com/Plastic-Scintillator.aspx
http://www.slac.stanford.edu/cgi-wrap/getdoc/ssi97-002.pdf
http://www.slac.stanford.edu/cgi-wrap/getdoc/ssi97-002.pdf

BIBLIOGRAPHY 177

[28] E. DiCapua, R. Garland, L. Pondrom, and A. Strelzoff. StudphefDecayt — ev. Phys.Rey.

133:B1333-B1340, 1964.

[29] Hamamatsu Electron Tube Division. H2431-50 Datasheftt p: // sal es. hanmanat su.
com en/ product s/ el ectron-tube- di vi si on/ det ect ors/ phot onul ti plier- nodul es/

part - h2431- 50. php.

[30] W.T. Eadie.Statistical methods in experimental physibkorth-Holland Pub. Co., 1971.

[31] E. Frlez et. al. Design, Commissioning and Performance of the PIBETA Detect@laiN®-
clear Instruments and Methods in Physics Research Section A: Adoeter&pectrometers,

Detectors and Associated Equipmesi26(3):300—347, 2004.

[32] T. Fazziniet al. Electron Decay of the PiorPhys. Rev. Lettpages 247-249, 1958.

[33] K. Nakamureet al.(Particle Data Group). Review of Particle PhysigsPhys. G37:075021+,

2010.

[34] Edward Farhi and Leonard Susskind. TechnicoRinys. Rept.74:277, 1981.

[35] E. Fermi, E. Teller, and V. Weisskopf. The decay of negative mness in matterPhys. Rey.

71(5):314-315, 1947.

[36] Markus Finkemeier. Radiative corrections to pi(12) and K(12) dec&@hys. Lett.B387:391—

394, 1996.

[37] R. Fletcher. A New Approach to Variable Metric AlgorithmSomput. J.13:p. 317, 1970.

[38] J. E. Gaiser.Charmonium Spectroscopy from Radiative Decays of the J/Psi and PsePr

Appendix F PhD thesis, SLAC, 1982.


http://sales.hamamatsu.com/en/products/electron-tube-division/detectors/photomultiplier-modules/part-h2431-50.php
http://sales.hamamatsu.com/en/products/electron-tube-division/detectors/photomultiplier-modules/part-h2431-50.php
http://sales.hamamatsu.com/en/products/electron-tube-division/detectors/photomultiplier-modules/part-h2431-50.php

BIBLIOGRAPHY 178

[39] H. Georgi and S. L. Glashow. Unity of All Elementary Particle Forcé®hys. Rev. Lett.

32:438-441, 1974.

[40] G. Impeduglia, R. Plano, A. Prodell, N. Samios, M. Schwartz, ai@telnberger3 decay of

the pion.Phys. Rev. Lettl1:249-251, 1958.

[41] F. James and M. Winkler. MINUITht t p: / / www. cern. ch/ mi nui t, 2004. CERN.

[42] Toichiro Kinoshita. Radiative correctionstee decayPhys. Rev. Lett2:477-480, 1959.

[43] C.M.G. Lattes, H. Muirhead, G.P.S. Occhialini, and C.F. Powell. Pem=mvolving charged

mesonsNature 159:694—697, 1947.

[44] C.M.G. Lattes, G.P.S. Occhialini, and C.F. Powell. Observations on ttlestd slow mesons

in photographic emulsion§Nature 160:453-456, 1947.

[45] William R. Leo. Techniques for Nuclear and Particle Physics Experiments: A How-to Ap-

proach Springer, Berlin, 1994.

[46] Will Loinaz, Naotoshi Okamura, Saifuddin Rayyan, Tatsu Takeuatd L. C. R. Wijeward-
hana. Nutev anomaly, lepton universality, and nonuniversal neuganige couplingsPhys.

Rev. ) 70(11):113004, 2004.

[47] Louis Lyons, Wade W.M. Allison, and Jaime Paella Comellas. Maximum likelihor ex-
tended maximum likelihood? an example from high energy physlaslear Instruments and
Methods in Physics Research Section A: Accelerators, Spectroneétextors and Associ-

ated Equipmeni245(2-3):530 — 534, 1986.

[48] William J. Marciano and A. Sirlin. Radiative corrections g decays. Phys. Rev. Lett.

71(22):3629-3632, 1993.


http://www.cern.ch/minuit

BIBLIOGRAPHY 179

[49] R.E. Marshak and C.P. Ryarf.heory of weak interactions in particle physickterscience

monographs and texts in physics and astronomy. Wiley-Interscience, 196

[50] L. Michel. Coupling Properties of Nucleons, Mesons, and Leptéhiegress in Cosmic Ray

Physics1:127-190, 1952.

[51] Tyler J. Moeller. Fpga’s for radar front-end dsp. Master'sstheMassachusetts Institute of

Technology, 1999.

[52] K Nakamura and Particle Data Group. Review of particle physittsurnal of Physics G:

Nuclear and Particle Physi¢87(7A):075021, 2010.

[53] Seth H. Neddermeyer and Carl D. Anderson. Note on the natwesofic-ray particles?hys.

Rev, 51(10):884-886, 1937.

[54] Seth H. Neddermeyer and Carl D. Anderson. Cosmic-ray partfiesermediate mas®hys.

Rev, 54(1):88-89, 1938.

[55] Y. Nishina, M. Takeuchi, and T. Ichimiya. On the nature of cosmicparticles.Phys. Rey.

52(11):1198-1199, 1937.

[56] Y. Nishina, M. Takeuchi, and T. Ichimiya. On the mass of the mesofbgs. Rey55(6):585—

586, 1939.

[57] Acqiris (now Agilent Technologies). Acqiris High-Speed cPCI Digitiz. Technical report.

[58] G.P.S. Occhialini and C.F. Powell. Nuclear disintegrations produgetbis charged particles

of small massNature 159:186-190, 1947.



BIBLIOGRAPHY 180

[59] M. J. Oreglia. A Study of the Reactions psi prime gamma gamma psi: Appendix PhD

thesis, SLAC, 1980.

[60] A. Palladino, A. van der Schaaf, and D.@mt. Reconstructing detector waveforms with

overlapping pulses. To be published.

[61] Jogesh C. Pati and Abdus Salam. Lepton number as the fourth”célbys. Rev. D10:275—

289, Jul 1974.

[62] D. Pctank, E. Frleg, V. A. Baranov, W. Bertl, Ch. Bmnimann, M. Bychkov, J. F. Crawford,
M. Daum, N. V. Khomutov, A. S. Korenchenko, S. M. KorenchenkoK®zlowski, N. P.
Kravchuk, N. A. Kuchinsky, W. Li, R. C. Minehart, D. Mzhavia, B. Gitéhie, S. Ritt, A. M.
Rozhdestvensky, V. V. Sidorkin, L. C. Smith, I. Supek, Z. TsamalaiBzé&y. VanDevender,
Y. Wang, H.-P. Wirtz, and K. O. H. Ziock. Precise measurement ofithe> ety branching

ratio. Phys. Rev. Lett93:181803, 2004.

[63] Michael J. Ramsey-Musolf, Shufang Su, and Sean Tulin. Piondéptecays and supersym-

metry. Phys. Rev. D76:095017, 2007.

[64] Graham G. RossGrand Unified Theories Frontiers in Physics, 60. Benjamin/Cummings,

1984.

[65] F. ScherbaumOf Poles and Zeros: Fundamentals of Digital Seismology (Modern Aupees
in Geophysics)Springer, 1996.

[66] O. Shankerm¢2, ké3 and K — k° constraints on leptoquarkaluclear Physics B1982.



BIBLIOGRAPHY 181

[67] Robert E. Shrock. General theory of weak processes inv@lviautrinos. i. leptonic
pseudoscalar-meson decays, with associated tests for, and boynusutnmo masses and

lepton mixing.Phys. Rev. D24:1232-1274, 1981.

[68] T. Skwarnicki.Ph.D. Thesis, DESY F31-86-02: AppendixHhD thesis, DESY, 1986.

[69] J.C. Street and E. C. Stevenson. New evidence for the existéagearticle of mass interme-

diate between the proton and electréhys. Rey.52(9):1003-1004, 1937.

[70] J. H. Winters et al. Ghost cancellation of analog tv signdlSEE Trans. on Circuits and

Systems for Video Technolody1):136, 1991.

[71] H. Yukawa. On the Interaction of Elementary ParticlesPtoc. Physico-Math. Soc. Japan

17:48-57, 1935.

[72] G. P. Zeller, K. S. McFarland, T. Adams, A. Alton, S. Avvakumov,de Barbaro, P. de Bar-
baro, R. H. Bernstein, A. Bodek, T. Bolton, J. Brau, D. BuchholzBtidd, L. Bugel, J. Con-
rad, R. B. Drucker, B. T. Fleming, R. Frey, J. A. Formaggio, J. GoldnMnGoncharov,
D. A. Harris, R. A. Johnson, J. H. Kim, S. Koutsoliotas, M. J. Lamm, W. $iaD. Mason,
J. McDonald, C. McNulty, D. Naples, P. Nienaber, A. Romosan, W. Kku8wto, H. Schell-
man, M. H. Shaevitz, P. Spentzouris, E. G. Stern, N. Suwonjandee z&hdv, M. Vakili,
A. Vaitaitis, U. K. Yang, J. Yu, and E. D. Zimmerman. Precise determinationeatr®weak

parameters in neutrino-nucleon scatteriRtpys. Rev. Lett88(9):091802, 2002.

[73] G. P. Zeller, K. S. McFarland, T. Adams, A. Alton, S. Avwakumov,de Barbaro, P. de Bar-
baro, R. H. Bernstein, A. Bodek, T. Bolton, J. Brau, D. BuchholzBHdd, L. Bugel, J. Con-

rad, R. B. Drucker, B. T. Fleming, R. Frey, J. A. Formaggio, J. GoldnMnGoncharov,



BIBLIOGRAPHY 182

D. A. Harris, R. A. Johnson, J. H. Kim, S. Koutsoliotas, M. J. Lamm, W. $haD. Mason,
J. McDonald, C. McNulty, D. Naples, P. Nienaber, A. Romosan, W. kugeto, H. Schell-
man, M. H. Shaevitz, P. Spentzouris, E. G. Stern, N. Suwonjandee,z&hol, M. Vakili,
A. Vaitaitis, U. K. Yang, J. Yu, and E. D. Zimmerman. Effect of asymmetricrgjeaseas and
isospin-violating parton distribution functions on %)y measured in the nutev experiment.

Phys. Rev. P65(11):111103, 2002.



